
Fractional integrals and extensions of
selfdecomposability

Ken-iti Sato

Abstract After characterizations of the classL of selfdecomposable distributions on
Rd are recalled, the classesKp,α andLp,α with two continuous parameters 0< p< ∞
and−∞ < α < 2 satisfyingK1,0 = L1,0 = L are introduced as extensions of the class
L. They are defined as the classes of distributions of improper stochastic integrals∫ ∞−

0 f (s)dX(ρ)
s , where f (s) is an appropriate non-random function andX(ρ)

s is a
Lévy process onRd with distributionρ at time 1. The description of the classes is
given by characterization of their Lévy measures, using the notion of monotonicity
of orderpbased on fractional integrals of measures, and in some cases by addition of
the condition of zero mean or some weaker conditions that are newly introduced—
having weak mean 0 or having weak mean 0 absolutely. The classLn,0 for a positive
integern is the class ofn times selfdecomposable distributions. Relations among the
classes are studied. The limiting classes asp→ ∞ are analyzed. The Thorin classT,
the Goldie–Steutel–Bondesson classB, and the classL∞ of completely selfdecom-
posable distributions, which is the closure (with respect to convolution and weak
convergence) of the classS of all stable distributions, appear in this context. Some
subclasses of the classL∞ also appear. The theory of fractional integrals of measures
is built. Many open questions are mentioned.
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2 Ken-iti Sato

1 Introduction

1.1 Characterizations of selfdecomposable distributions

A distribution µ on Rd is called infinitely divisible if, for each positive integern,
there is a distributionµn such that

µ = µn∗µn∗ · · · ∗µn︸ ︷︷ ︸
n

,

where∗ denotes convolution. The class of infinitely divisible distributions onRd

is denoted byID = ID(Rd). Let Cµ(z), z∈ Rd, denote the cumulant function of
µ ∈ ID, that is, the unique complex-valued continuous function onRd with Cµ(0) =
0 such that the characteristic function̂µ(z) of µ is expressed aŝµ(z) = eCµ (z). If
µ ∈ ID, thenCµ(z) is expressed as

Cµ(z) = −1
2
⟨z,Aµz⟩+

∫
Rd

(ei⟨z,x⟩−1− i⟨z,x⟩1{|x|≤1}(x))νµ(dx)+ i⟨γµ ,z⟩. (1.1)

Here⟨z,x⟩ is the canonical inner product ofz andx in Rd, |x| = ⟨x,x⟩1/2, 1{|x|≤1}
is the indicator function of the set{|x| ≤ 1}, Aµ is ad×d symmetric nonnegative-
definite matrix, called the Gaussian covariance matrix ofµ, νµ is a measure onRd

satisfyingνµ({0}) = 0 and
∫
Rd(|x|2 ∧ 1)νµ(dx) < ∞, called the Ĺevy measure of

µ , andγµ is an element ofRd. The triplet(Aµ ,νµ ,γµ) is uniquely determined by
µ . Conversely, to any triplet(A,ν,γ) there corresponds a uniqueµ ∈ ID such that
A = Aµ , ν = νµ , andγ = γµ . Throughout this articleAµ , νµ , andγµ are used in this
sense.

A distribution µ on Rd is calledselfdecomposableif, for any b > 1, there is a
distributionµb such that

µ̂(z) = µ̂(b−1z)µ̂b(z), z∈ Rd. (1.2)

Let L = L(Rd) denote the class of selfdecomposable distributions onRd. It is char-
acterized in the following four ways.

(a) A distributionµ onRd is selfdecomposable if and only ifµ ∈ ID and its Ĺevy
measureνµ has a radial (or polar) decomposition

νµ(B) =
∫

S
λ (dξ )

∫ ∞

0
1B(rξ )r−1kξ (r)dr (1.3)

for Borel setsB in Rd, whereλ is a finite measure on the unit sphereS= {ξ ∈
Rd : |ξ |= 1} (if d = 1, thenS is a two-point set{1,−1}) andkξ (r) is a nonnegative
function measurable inξ and decreasing and right-continuous inr. (See Proposition
3.1 for exact formulation of radial decomposition.)
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(b) Let {Zk : k = 1,2, . . .} be independent random variables onRd andYn =
∑n

k=1Zk. Suppose that there arebn > 0 andγn ∈ Rd for n = 1,2, . . . such that the
law of bnYn+ γn weakly converges to a distributionµ asn→ ∞ and that{bnZk : k =
1, . . . ,n; n = 1,2, . . .} is a null array (that is, for anyε > 0, max1≤k≤nP(|bnZk| >
ε) → 0 asn→ ∞). Thenµ ∈ L. Conversely, anyµ ∈ L is obtained in this way.

(c) Given ρ ∈ ID, let {X(ρ)
t : t ≥ 0} be a Ĺevy process onRd (that is, a

stochastic process continuous in probability, starting at 0, with time-homogeneous
independent increments, with cadlag paths) having distributionρ at time 1. If∫
|x|>1 log|x|ρ(dx) < ∞, then the improper stochastic integral

∫ ∞−
0 e−sdX(ρ)

s is de-
finable and its distribution

µ = L

(∫ ∞−

0
e−sdX(ρ)

s

)
(1.4)

is selfdecomposable. HereL (Y) denotes the distribution (law) of a random el-
ementY. Conversely, anyµ ∈ L is obtained in this way. On the other hand, if∫
|x|>1 log|x|ρ(dx) = ∞, then

∫ ∞−
0 e−sdX(ρ)

s is not definable. (See Section 3.4 for
improper stochastic integrals.)

To see thatµ of (1.4) is selfdecomposable, notice that∫ ∞−

0
e−sdX(ρ)

s =
∫ logb

0
e−sdX(ρ)

s +
∫ ∞−

logb
e−sdX(ρ)

s = I1 + I2,

I1 andI2 are independent, and

I2 =
∫ ∞−

0
e− logb−sdX(ρ)

logb+s = b−1
∫ ∞−

0
e−sdY(ρ)

s ,

where{Y(ρ)
s } is identical in law with{X(ρ)

s }, and henceµ satisfies (1.2).
(d) Let {Yt : t ≥ 0} be an additive process onRd, that is, a stochastic process

continuous in probability with independent increments, with cadlag paths, and with
Y0 = 0. If, for someH > 0, it isH-selfsimilar (that is, for anya> 0, the two processes
{Yat : t ≥ 0} and{aHYt : t ≥ 0} have an identical law), then the distributionµ of Y1

is in L. Conversely, for anyµ ∈ L andH > 0, there is a process{Yt : t ≥ 0} satisfying
these conditions andL (Y1) = µ.

Historically, selfdecomposable distributions were introduced by Lévy [18] in
1936 and written in his 1937 book [19] under the name “lois-limites”, to charac-
terize the limit distributions in (b). Ĺevy wrote in [18, 19] that this characterization
problem had been posed by Khintchine, and Khintchine’s book [16] in 1938 called
these distributions “of classL”. The book [9] of Gnedenko and Kolmogorov uses
the same naming. Loève’s book [20] uses the name “selfdecomposable”.

The property (c) gives a characterization of the stationary distribution of an
Ornstein–Uhlenbeck type process (sometimes called an Ornstein–Uhlenbeck pro-
cess driven by a Ĺevy process){Vt : t ≥ 0} defined by
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Vt = e−tV0 +
∫ t

0
es−tdX(ρ)

s ,

whereV0 and{X(ρ)
t : t ≥ 0} are independent. The stationary Ornstein–Uhlenbeck

type process and the selfsimilar process in the property (d) are connected via the
so-called Lamperti transformation (see [11], [26]). For historical facts concerning
(c) see [33], pp. 54–55.

The proofs of (a)–(d) and many examples of selfdecomposable distributions are
found in Sato’s book [39].

The main purpose of the present article is to give two families of subclasses of
ID, with two continuous parameters, related toL, using improper stochastic integrals
and extending the characterization (c) ofL.

1.2 Nested classes of multiply selfdecomposable distributions

If µ ∈ L, then, for anyb > 1, the distributionµb in (1.2) is infinitely divisible and
uniquely determined byµ andb. If µ ∈ L andµb ∈ L for all b > 1, thenµ is called
twice selfdecomposable. Let n be a positive integer≥ 3. A distributionµ is called
n times selfdecomposable, if µ ∈ L and if µb is n−1 times selfdecomposable. Let
L1,0 = L1,0(Rd) = L(Rd) and letLn,0 = Ln,0(Rd) be the class ofn times selfdecom-
posable distributions onRd. Then we have

ID ⊃ L = L1,0 ⊃ L2,0 ⊃ L3,0 ⊃ ·· · . (1.5)

These classes and the classL∞(Rd) in Section 1.4 were introduced by Urbanik [52,
53] and studied by Sato [37] and others. (In [37, 52, 53] the classLn,0 is written as
Ln−1, but this notation is inconvenient in this article.)

An n times selfdecomposable distribution is characterized by the property that
µ ∈ ID with Lévy measureνµ having radial decomposition (1.3) in (a) withkξ (r) =
hξ (logr) for some functionhξ (y) monotone of ordern for eachξ (see Section
1.5 and Proposition 2.11 for the monotonicity of ordern). In the propeerty (b),
µ ∈ Ln,0 is characterized by the property thatL (Zk) ∈ Ln−1,0 for k = 1,2, . . .. In
(c), µ ∈ Ln,0 is characterized byρ ∈ Ln−1,0 in (1.4). A direct generalization of (1.4)
using exp(−s1/n) or, equivalently, exp(−(n! s)1/n) in place ofe−s is also possible.
In (d), µ ∈ Ln,0 if and only if, for anyH, the corresponding process{Yt : t ≥ 0}
satisfiesL (Yt −Ys) ∈ Ln−1,0 for 0 < s< t. The proofs are given in [12, 25, 33, 37].
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1.3 Continuous-parameter extension of multiple
selfdecomposability

In 1980s Nguyen Van Thu [49, 50, 51] defined a continuous-parameter extension
of Ln,0, replacing the positive integern by a real numberp > 0. He introduced
fractional times multiple selfdecomposability and used fractional integrals and frac-
tional difference quotients. On one hand he extended the definition ofn times self-
decomposability based on (1.2) to fractional times selfdecomposability in the form
of infinite products. On the other hand he extended essentially the formula (1.4) in
the characterization (c), considering its Lévy measure.

Directly using improper stochastic integrals with respect to Lévy processes, we
will define and study the decreasing classesLp,0 for p > 0, which generalize the
nested classesLn,0 for n = 1,2, . . .. Thus the results of Thu will be reformulated
as a special case in a familyLp,α with two continuous parameters 0< p < ∞ and
−∞ < α < 2. The definition ofLp,α will be given in Section 1.6.

1.4 Stable distributions and classL∞

Let µ be a distribution onRd. Let 0< α ≤ 2. We say thatµ is strictly α-stableif
µ ∈ ID and, for anyt > 0, µ̂(z)t = µ̂(t1/αz), z∈ Rd. We say thatµ is α-stableif
µ ∈ ID and, for anyt > 0, there isγt ∈ Rd such that̂µ(z)t = µ̂(t1/αz)exp(i⟨γt ,z⟩),
z∈Rd. (Whenµ is aδ -distribution, this terminology is not the same as in Sato [39].)
Let S0

α = S0
α(Rd) andSα = Sα(Rd) be the class of strictlyα-stable distributions

on Rd and the class ofα-stable distributions onRd, respectively. LetS = S(Rd)
be the class of stable distributions onRd. That is,S =

∪
0<α≤2Sα . A distribution

µ ∈ ID is in S2 if and only if νµ = 0, that is,µ is Gaussian. A distributionµ ∈ ID
is in Sα with 0 < α < 2 if and only if Aµ = 0 andνµ has a radial decomposition
(1.3) with kξ (r) = r−α . A distribution µ ∈ Sα with 1 < α ≤ 2 is in S0

α if and
only if µ has mean 0. A distributionµ ∈ S1 is in S0

1 if and only if νµ has a radial
decomposition (1.3) withkξ (r) = r−1 and

∫
Sξ λ (dξ ) = 0. A distributionµ ∈ Sα

with 0 < α < 1 is inS0
α if and only if it is driftless in the sense that

Cµ(z) =
∫

S
λ (dξ )

∫ ∞

0
(ei⟨rξ ,z⟩−1)r−α−1dr, z∈ Rd.

Lots of results are accumulated on stable distributions and processes. To mention
one of them, the asymptotic behavior of the density ofµ ∈ Sα(Rd), d ≥ 2, α ∈
(0,2), sensitively depends on the radial direction and exhibits amazing diversity, as
Watanabe [54] shows.

Let L∞ = L∞(Rd) denote the smallest class that is closed under convolution and
weak convergence and containsS(Rd). This class was introduced by Urbanik [52,
53] and reformulated by Sato [37]. Ifµ ∈ L∞, thenµ ∈ ID with Lévy measureνµ
being such that
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νµ(B) =
∫

(0,2)
Γ (dα)

∫
S

λα(dξ )
∫ ∞

0
1B(rξ )r−α−1dr (1.6)

for Borel setsB in Rd, whereΓ is a measure on the open interval(0,2) satisfying∫
(0,2)

(α−1 +(2−α)−1)Γ (dα) < ∞ (1.7)

and{λα : α ∈ (0,2)} is a measurable family of probability measures onS. ThisΓ is
determined byνµ , andλα is determined byνµ up toα of Γ -measure 0. Conversely,
if a measureν on Rd is expressed by the right-hand side of (1.6) with someΓ and
λα satisfying the conditions above, then, for anyA andγ, (A,ν ,γ) is the triplet of
someµ ∈ L∞.

We will also use the classLE
∞ = LE

∞(Rd) for a Borel subsetE of the open interval
(0,2); this is the class ofµ ∈ L∞ whose measureΓ is concentrated onE.

Another characterization ofL∞(Rd) is thatµ ∈ L∞ if and only if µ ∈ L andνµ
has a radial decomposition (1.3) withkξ (r) = hξ (logr) wherehξ is a completely
monotone function onR for eachξ . Hence we have

L∞ =
∩

n=1,2,...

Ln,0. (1.8)

Thus distributions inL∞ are sometimes calledcompletely selfdecomposable.
Zinger [57] introduced a subclassPr (r being a positive integer) of the class

L(R); it is defined to be the class of limit distributionsµ in (b) of Section 1.1 such
that {L (Zk) : k = 1,2, . . .} consists of at mostr different distributions onR. It is
known thatP1 = S(R) and thatµ ∈ P2 if and only if µ is the convolution of at
most two stable distributions. In [57] a beautiful explicit description of the Lévy
measures of distributions inPr is given and it is shown that a distribution inPr

with r ≥ 3 is not necessarily the convolution of stable distributions onR. Any µ
in Pr is the convolution of at mostr semi-stable distributions of a special form.
However, no other characterization ofPr exists, as far as the author knows.

1.5 Fractional integrals

The key concept to connect the representation of Lévy measures for the classL(Rd)
and that for the classL∞(Rd) is monotonicity of orderp ∈ (0,∞). It is defined by
using the notion of fractional integrals or Riemann–Liouville integrals. Let us write

Γp = Γ (p), cp = 1/Γ (p)

throughout this article. The fractional integral of orderp > 0 of a function f (s) on
R in a suitable class is given by
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cp

∫ ∞

r
(s− r)p−1 f (s)ds,

which is the interpolation (1≤ p < ∞) and extrapolation (0< p≤ 1) of then times
integration∫ ∞

r
dsn

∫ ∞

sn

dsn−1 · · ·
∫ ∞

s2

f (s1)ds1 =
1

(n−1)!

∫ ∞

r
(s− r)n−1 f (s)ds.

However, we need to use fractional integrals of measures. Our definition is as fol-
lows.

Let
R+ = [0,∞), R◦

+ = (0,∞)

andB(E) for the class of Borel sets in a spaceE. A measureσ is said to be locally
finite on R [resp.R◦

+] if σ([a,b]) < ∞ for all a, b with −∞ < a < b < ∞ [resp.
0 < a < b < ∞]. Let p > 0. For a measureσ onR [resp.R◦

+], let

σ̃(E) = cp

∫
E

dr
∫

(r,∞)
(s− r)p−1σ(ds), E ∈ B(R) [resp.B(R◦

+)]. (1.9)

Let D(I p) [resp.D(I p
+)] be the class of locally finite measuresσ on R [resp.R◦

+]
such that̃σ is a locally finite measure onR [resp.R◦

+]. Define

I pσ(E) = σ̃(E), E ∈ B(R) [resp.I p
+σ(E) = σ̃(E), E ∈ B(R◦

+)]

for σ ∈ D(I p) [resp.D(I p
+)]. Thus I p andI p

+ are mappings from measures to mea-
sures onR andR◦

+, respectively.D(I p) andD(I p
+) are their domains.

We call a[0,∞]-valued functionf (r) onR [resp.R◦
+] monotone of order ponR

[resp.R◦
+] if

f (r) = cp

∫
(r,∞)

(s− r)p−1σ(ds) (1.10)

with someσ ∈ D(I p) [resp.D(I p
+)]. As will be shown in Example 2.17, functions

monotone of orderp∈ (0,1) have, in general, quite different properties from func-
tions monotone of orderp∈ [1,∞). We call f (r) completely monotoneon R [resp.
R◦

+] if it is monotone of orderp on R [resp.R◦
+] for all p > 0. This definition of

complete monotonicity differs from the usual one in that positive constant functions
are not completely monotone. Typical completely monotone functions onR andR◦

+
aree−r andr−α (α > 0), respectively.

The properties of fractional integrals of functions are studied in M. Riesz [32],
Ross (ed.) [35], Samko, Kilbas, and Marichev [36], Kamimura [15], and others.
Williamson [56] studied fractional integrals of measures onR◦

+ for p≥ 1 and intro-
duced the concept ofp-times monotonicity. But we do not assume any knowledge
of them.

In Sections 2.1–2.3 we build the theory of the fractional integral mappingsI p and
I p
+ for p ∈ (0,∞) from the point of view that they are mappings from measures to

measures. A basic relation is the semigroup propertyIqI p = I p+q andIq
+I p

+ = I p+q
+ .
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An important property that bothI p and I p
+ are one-to-one is proved. The relation

between the theories onR andR◦
+ is not extension and restriction. We need both

theories, as will be mentioned at the end of Section 6.2.

1.6 ClassesKp,α andLp,α generated by stochastic integral
mappings

The formula (1.4) gives a mappingΦ from ρ ∈ ID(Rd) to µ ∈ ID(Rd). Thus

Φρ = L

(∫ ∞−

0
e−sdX(ρ)

s

)
. (1.11)

The domain ofΦ is the class ofρ for which the improper stochastic integral in
(1.11) is definable.

For functionsf (s) in a suitable class, we are interested in the mappingΦ f from
ρ ∈ ID to µ ∈ ID defined by

µ = Φ f ρ = L

(∫ ∞−

0
f (s)dX(ρ)

s

)
. (1.12)

The domainD(Φ f ) is the class ofρ for which the improper stochastic integral in
(1.12) is definable. The range is defined byR(Φ f ) = {Φ f ρ : ρ ∈ D(Φ f )}.

Let us consider three families of functions. For 0< p < ∞ and−∞ < α < ∞ let

ḡp,α(t) = cp

∫ 1

t
(1−u)p−1u−α−1du, 0 < t ≤ 1, (1.13)

jp,α(t) = cp

∫ 1

t
(− logu)p−1u−α−1du, 0 < t ≤ 1, (1.14)

gα(t) =
∫ ∞

t
u−α−1e−udu, 0 < t < ∞, (1.15)

and āp,α = ḡp,α(0+), bp,α = jp,α(0+), aα = gα(0+). If α < 0, then āp,α =
Γ−α/Γp−α , bp,α = (−α)−p, andaα = Γ−α . If α ≥ 0, thenāp,α = bp,α = aα = ∞. Let
t = f̄p,α(s), lp,α(s), and fα(s) be the inverse functions ofs= ḡp,α(t), jp,α(t), and
gα(t), respectively. Whenα < 0, extendf̄p,α(s) for s≥ āp,α , lp,α(s) for s≥ bp,α ,
and fα(s) for s≥ aα to be zero. Define

Φ̄p,α = Φ f̄p,α , Λp,α = Φlp,α , Ψα = Φ fα .

Sato [42] studied the mappingΨα and the mappingΦβ ,α = Φ fβ ,α ,−∞ < β < α < ∞,
for the inverse functionfβ ,α(s) of the functiongβ ,α(t) defined by

gβ ,α(t) = cα−β

∫ 1

t
(1−u)α−β−1u−α−1du, 0 < t ≤ 1.
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To make parametrization more convenient, we useΦ̄p,α = Φα−p,α . ForΦ̄p,α , Λp,α ,
andΨα , the domains will be characterized. In the analysis of the domains, asymp-
totic behaviors off̄p,α(s), lp,α(s), and fα(s) for s→ ∞ are essential. The behaviors
of f̄p,α(s) and fα(s) are similar, but the behavior oflp,α(s) is different from them.
If α ≥ 2, thenD(Φ̄p,α) = D(Λp,α) = D(Ψα) = {δ0}. So we will only consider
−∞ < α < 2. Define

Kp,α = Kp,α(Rd) = R(Φ̄p,α), (1.16)

Lp,α = Lp,α(Rd) = R(Λp,α). (1.17)

It is clear that ¯g1,α(t) = j1,α(t), and hence

Φ̄1,α = Λ1,α , K1,α = L1,α for −∞ < α < 2. (1.18)

Sinceḡ1,0(t) = j1,0(t) = − logt, 0 < t ≤ 1, and f̄1,0(s) = l1,0(s) = e−s, s≥ 0, we
have

Φ̄1,0 = Λ1,0 = Φ , K1,0 = L1,0 = L (1.19)

SoKp,α andLp,α give extensions, with two continuous parameters, of the classL of
selfdecomposable distributions. Sincelp,0(s) = exp(−(Γp+1s)1/p), s≥ 0, the class
Lp,0 coincides with the class ofn times selfdecomposable distributions ifp is an
integern.

The following are some of the new results in this article. For anyα and p with
−∞ < α < 2 andp > 0, anyµ ∈ Kp,α has Ĺevy measureνµ having a radial decom-
position

νµ(B) =
∫

S
λ (dξ )

∫ ∞

0
1B(rξ )r−α−1kξ (r)dr (1.20)

with kξ (r) measurable in(ξ , r) and monotone of orderp on R◦
+ in r, and anyµ ∈

Lp,α has Ĺevy measureνµ having a radial decomposition

νµ(B) =
∫

S
λ (dξ )

∫ ∞

0
1B(rξ )r−α−1hξ (logr)dr (1.21)

with hξ (y) measurable in(ξ ,y) and monotone of orderp on R in y. If −∞ < α <
1, then this property ofνµ characterizesKp,α and Lp,α . If 1 < α < 2, then this
property ofνµ combined with the property of mean 0 (that is,

∫
Rd |x|µ(dx) < ∞ and∫

Rd xµ(dx) = 0) characterizesKp,α andLp,α . We will introduce the notion of weak
mean of infinitely divisible distributions in Section 3.3. Ifα = 1, then the property
above ofνµ and the property of weak mean 0 characterizeKp,1; the case ofLp,1 is
still open. For each fixedα , the classesKp,α andLp,α are strictly decreasing asp
increases and at the limit there appear connections withR(Ψα) and with the class
L∞ of completely selfdecomposable distributions. Namely, define

K∞,α =
∩

0<p<∞
Kp,α , L∞,α =

∩
0<p<∞

Lp,α . (1.22)
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It will be proved that

K∞,α = R(Ψα) for −∞ < α < 2, (1.23)

L∞,α = L∞ for −∞ < α ≤ 0, (1.24)

L∞,α = LE
∞ with E = (α,2) for 0 < α < 1, (1.25)

L∞,α = LE
∞ ∩{µ :

∫
Rd xµ(dx) = 0} with E = (α,2) for 1 < α < 2. (1.26)

The case ofL∞,1 is open.
Combined with the results in [42], the following will be shown. For anyα with

−∞ < α < 2, anyµ ∈R(Ψα) has Ĺevy measureνµ satisfying (1.20) in whichkξ (r)
is measurable in(ξ , r) and completely monotone onR◦

+ in r. If −∞ < α < 1, then
this property ofνµ characterizesR(Ψα). If 1 < α < 2, then this property ofνµ and
the property of mean 0 characterizeR(Ψα). If α = 1, then this property ofνµ and
the property of weak mean 0 characterizeR(Ψ1).

We will further establish relations among the classes and among stochastic inte-
gral mappings. The transformations of Lévy measures corresponding toΦ f , denoted
by ΦL

f , will be examined, which gives the basis of the analysis of the ranges.
Along with the usual improper stochastic integralsΦ f , we will use absolutely

definable improper stochastic integrals and essentially definable improper stochastic
integrals introduced in [41, 42, 43] (see Section 3.4). The domainD0(Φ f ) of the
former is a subclass ofD(Φ f ) and the domainDe(Φ f ) of the latter is a superclass of
D(Φ f ). Corresponding to them the absolute rangeR0(Φ f ) and the essential range
Re(Φ f ) are introduced. Forf = f̄p,α and f = lp,α they defineK0

p,α , Ke
p,α , L0

p,α , and
Le

p,α . These classes not only help to study the classesKp,α andLp,α , but also are
interesting classes themselves.

Rosínski’s study [34] of tempered stable processes concerns the Lévy processes
associated with distributions inRe(Ψα), 0< α < 2, with Gaussian part zero.

1.7 Remarkable subclasses ofID

We have already mentioned the subclassesL, Ln,0, S, L∞, Kp,α , andLp,α of ID(Rd).
Let us give the definitions ofT, B, andU .

Let us callVx an elementaryΓ -variable [resp. elementary mixed-exponential
variable, elementary compound Poisson variable] onRd if x is a non-random, non-
zero element ofRd andV is a real random variable havingΓ -distribution [resp. a
mixture of a finite number of exponential distributions, compound Poisson distribu-
tion whose jump size distribution is uniform on the interval[0,a] for somea > 0].
Let T = T(Rd) [resp.B= B(Rd), U = U(Rd)] be the smallest class of distributions
onRd closed under convolution and weak convergence and containing the distribu-
tions of all elementaryΓ -variables [resp. elementary mixed-exponential variables,
elementary compound Poisson variables] onRd. We callT theThorin class, B the
Goldie-Steutel-Bondesson class, andU theJurek class. It is known that
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T = R(Ψ0), (1.27)

B = R(Ψ−1), (1.28)

U = R(Φ̄1,−1) = K1,−1. (1.29)

See [1, 3, 13]. ConcerningB andU , notice thatf−1(s) = − logs, 0< s≤ 1, so that

Ψ−1 ρ =ϒ ρ = L

(∫ 1

0
(− logs)dX(ρ)

s

)
,

whereϒ is the mapping introduced by Barndorff-Nielsen and Thorbjørnsen [3], and
that f̄1,−1(s) = 1−s, 0≤ s≤ 1, so that

Φ̄1,−1 ρ = L

(∫ 1

0
(1−s)dX(ρ)

s

)
= L

(∫ 1

0
sdX(ρ)

s

)
,

which is the mapping of Jurek [13]. Noting (1.23), we see that

T = K∞,0, (1.30)

B = K∞,−1. (1.31)

Historically, the class ofµ ∈ T(R) on the positive axis was introduced by Thorin
[47, 48] in the naming of generalizedΓ -convolutions (GGC), to show that Pareto
and log-normal distributions are infinitely divisible. The class ofµ ∈ B(R) on the
positive axis was introduced by Bondesson [4] in the naming of generalized con-
volutions of mixtures of exponential distributions (g.c.m.e.d), after Goldie showed
the infinite divisibility of mixtures of exponential distributions and Steutel found the
description of their Ĺevy measures. The present formulation ofT(Rd) andB(Rd) is
by Barndorff-Nielsen, Maejima, and Sato [1]. The classU was introduced by Jurek
[13] as the class ofs-selfdecomposable distributions. Our formulation ofU(Rd) is
new; we can prove its equivalence to the definition of Jurek similarly to the proof of
Theorem F of [1].

See Bodesson [5] and Steutel and van Harn [46] for examples and related classes.
Especially, many examples inT(R) are known. To mention one of them, the dis-
tribution of Lévy’s stochastic area of the two-dimensional Brownian motion has
density 1/(π coshx) and belongs toT(R) with Lévy measuredx/(2|xsinhx|).

2 Fractional integrals and monotonicity of order p > 0

2.1 Basic properties

For α ∈ R, let Mα
∞(R) [resp.Mα

∞(R◦
+)] be the class of locally finite measuresσ on

R [resp.R◦
+] such that

∫
(1,∞) rα σ(dr) < ∞. For β ∈ R, let Mβ

0 (R◦
+) be the class of
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locally finite measuresσ on R◦
+ such that

∫
(0,1] r

β σ(dr) < ∞. Let ML = ML(Rd)
be the class of measuresν onRd satisfyingν({0}) = 0 and

∫
Rd(|x|2∧1)ν(dx) < ∞.

That is,ML(Rd) is the class of Ĺevy measures of infinitely divisible distributions
onRd. The wordsincreaseanddecreaseare used in the non-strict sense.

In Section 1.5 we defined the mappingsI p and I p
+ for p > 0 and the notion of

monotonicity of orderp. Let us begin with the following remarks. (i) Iff is mono-
tone of orderp > 0 onR, then the restriction off to R◦

+ is monotone of orderp on
R◦

+. (ii) If f is monotone of orderp≥ 1, then f is finite-valued and decreasing. For
p = 1 this is obvious. Forp > 1 this follows from Corollary 2.6 to be given later.
(iii) If f is monotone of orderp∈ (0,1), then f is finite almost everywhere, butf
possibly takes the infinite value at some point andf is not necessarily decreasing.
See Example 2.17 (a), (b), and (d).

Proposition 2.1.Let p> 0. It holds that

D(I p) = Mp−1
∞ (R), (2.1)

D(I p
+) = Mp−1

∞ (R◦
+). (2.2)

Proof. Let σ be a locally finite measure onR [resp.R◦
+]. Let −∞ < a < b < ∞

[resp. 0< a < b < ∞]. Thenσ̃ of (1.9) satisfies

σ̃([a,b]) = cp

∫ b

a
dr

∫
(r,∞)

(s− r)p−1σ(ds)

= cp

∫
(a,∞)

σ(ds)
∫ b∧s

a
(s− r)p−1dr

= cp+1

∫
(b,∞)

((s−a)p− (s−b)p)σ(ds)+cp+1

∫
(a,b]

(s−a)pσ(ds),

which is finite if and only if
∫
(1,∞) sp−1σ(ds) < ∞, since

(s−a)p− (s−b)p = sp((1−a/s)p− (1−b/s)p) ∼ p(b−a)sp−1

ass→ ∞. ⊓⊔

Corollary 2.2. If 0 < q < p, thenD(I p) ⊂ D(Iq) andD(I p
+) ⊂ D(Iq

+).

Proposition 2.3.Let p> 0. Letα > −1 andβ > 0.
(i) Let σ ∈ D(I p) [resp.D(I p

+)]. Then Ipσ ∈ Mα
∞(R) [resp. Ip+σ ∈ Mα

∞(R◦
+)] if

and only ifσ ∈ Mp+α
∞ (R) [resp.Mp+α

∞ (R◦
+)].

(ii) Let σ ∈ D(I p
+). Then Ip+σ ∈ Mα

0 (R◦
+) if and only ifσ ∈ M

p+α
0 (R◦

+).
(iii) Letσ ∈D(I p). Then

∫
(−∞,0) eβ r(I pσ)(dr) < ∞ if and only if

∫
(−∞,0) eβsσ(ds)

< ∞.

Assertion (i) is the right-tail fattening property ofI p [resp. tail fattening property
of I p

+]. Assertion (ii) is the head thinning property ofI p
+.
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Proof. (i) Let σ̃ = I pσ [resp.I p
+σ ]. We have∫ ∞

1
rα σ̃(dr) = cp

∫ ∞

1
rαdr

∫
(r,∞)

(s− r)p−1σ(ds)

= cp

∫
(1,∞)

σ(ds)
∫ s

1
rα(s− r)p−1dr

= cp

∫
(1,∞)

sp+α σ(ds)
∫ 1

1/s
uα(1−u)p−1du.

Hence
∫
(1,∞) rα σ̃(dr) < ∞ if and only if

∫
(1,∞) sp+α σ(ds) < ∞.

(ii) We have∫ 1

0
rα(I p

+σ)(dr) = cp

∫ 1

0
rαdr

∫
(r,∞)

(s− r)p−1σ(ds)

= cp

∫
(0,∞)

σ(ds)
∫ 1∧s

0
rα(s− r)p−1dr

= cp

∫
(0,1]

f (s)σ(ds)+cp

∫
(1,∞)

g(s)σ(ds)

where

f (s) =
∫ s

0
rα(s− r)p−1dr for 0 < s≤ 1,

g(s) =
∫ 1

0
rα(s− r)p−1dr for s> 1.

Since

f (s) = sα+p
∫ 1

0
uα(1−u)p−1du

and

g(s) = sα+p
∫ 1/s

0
uα(1−u)p−1du∼ (α +1)−1sp−1, s→ ∞,

and since
∫
(1,∞) sp−1σ(ds) < ∞, we obtain the assertion.

(iii) We have∫ 0

−∞
eβ r(I pσ)(dr) = cp

∫ 0

−∞
eβ rdr

∫
(r,∞)

(s− r)p−1σ(ds)

= cp

∫
R

σ(ds)
∫ s∧0

−∞
eβ r(s− r)p−1dr

= cp

∫
(−∞,0]

f (s)σ(ds)+cp

∫
(0,∞)

g(s)σ(ds),

where

f (s) =
∫ s

−∞
eβ r(s− r)p−1dr for s≤ 0,
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g(s) =
∫ 0

−∞
eβ r(s− r)p−1dr for s> 0.

Notice that
f (s) = eβs

∫ ∞

0
e−βuup−1du

and
g(s) = eβs

∫ ∞

s
e−βuup−1du∼ β−1sp−1, s→ ∞.

Using
∫
(1,∞) sp−1σ(ds) < ∞, we can show the result. ⊓⊔

Proposition 2.4.For any p> 0 and q> 0,

IqI p = I p+q and Iq+I p
+ = I p+q

+ . (2.3)

As always an equality of mappings includes the assertion that the domains of both
hands are equal.

Lemma 2.5.Let p> 0 and q> 0. If σ ∈ D(I p) [resp.D(I p
+)] and σ̃ = I pσ [resp.

I p
+σ ], then

cq

∫
(u,∞)

(r −u)q−1σ̃(dr) = cp+q

∫
(u,∞)

(s−u)p+q−1σ(ds) (2.4)

for u∈ R [resp.R◦
+].

Proof. We have∫
(u,∞)

cq(r −u)q−1σ̃(dr) =
∫ ∞

u
cq(r −u)q−1dr

∫
(r,∞)

cp(s− r)p−1σ(ds)

= cpcq

∫
(u,∞)

σ(ds)
∫ s

u
(r −u)q−1(s− r)p−1dr

= cpcq

∫
(u,∞)

(s−u)p+q−1σ(ds)
∫ 1

0
(1−v)q−1vp−1dv

(by change of variablesv = (s− r)/(s−u))

= cp+q

∫
(u,∞)

(s−u)p+q−1σ(ds),

which is (2.4). ⊓⊔

Proof of Proposition 2.4. We prove the first equation in (2.3), but the proof of
the second one is formally the same. The domain ofIqI p is defined to be{σ ∈
D(I p) : I pσ ∈ D(Iq)}. It follows from Propositions 2.1 and 2.3 (i) that

σ ∈ D(IqI p) ⇔ σ ∈ Mp−1
∞ (R), I pσ ∈ Mq−1

∞ (R)

⇔ σ ∈ Mp+q−1
∞ (R)
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⇔ σ ∈ D(I p+q).

If σ ∈ M
p+q−1
∞ (R), then Lemma 2.5 shows that(Iq(I pσ))(du) = (I p+qσ)(du). ⊓⊔

Corollary 2.6. Let 0 < q < p. If a function f is monotone of order p onR [resp.
R◦

+], then f is monotone of order q onR [resp.R◦
+].

2.2 One-to-one property

We will prove an important result thatI p andI p
+ are one-to-one. We prepare auxiliary

mappingsDq andDq
+ and two lemmas, suggested by Kamimura [15].

Definition 2.7. Let0< q< 1. LetD(Dq) [resp.D(Dq
+)] be the class of locally finite

measuresρ onR [resp.R◦
+] absolutely continuous with density g(s) such that∫ ∞

r
(s− r)−q−1|g(s)−g(r)|ds< ∞ for a. e. r∈ R [resp.R◦

+] (2.5)

and that the signed measurẽρ defined by

ρ̃(dr) =
(

qc1−q

∫ ∞

r
(s− r)−q−1(g(s)−g(r))ds

)
dr (2.6)

has locally finite variation onR [resp.R◦
+]. Define

Dqρ = ρ̃ [resp. Dq
+ρ = ρ̃] (2.7)

for ρ ∈ D(Dq) [resp.D(Dq
+)].

The reason for introducing the mappingsDq andDq
+ is seen from the following

lemma.

Lemma 2.8.Let0< q< p< 1 and letσ ∈D(I p) [resp.D(I p
+)]. Then Ipσ ∈D(Dq)

[resp. Ip+σ ∈ D(Dp
+)] and

(DqI pσ)(dr) =
Γp−q

ΓpΓ1−q
(qCp,q−1)(I p−qσ)(dr) (2.8)

[resp. the same equality with Dq
+, I p

+, and Ip−q
+ in place of Dq, I p, and Ip−q], where

Cp,q =
∫ 1

0
(1−u)−q−1(up−1−1)du. (2.9)

Proof. Let ρ = I pσ [resp. I p
+σ ]. Then ρ(ds) = g(s)ds with g(s) = cp

∫
(s,∞)(u−

s)p−1σ(du). Fors> r we have

g(s)−g(r)
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= −cp

∫
(r,s]

(u− r)p−1σ(du)+cp

∫
(s,∞)

((u−s)p−1− (u− r)p−1)σ(du)

= −cp

∫
(r,s]

(u− r)p−1σ(du)+(1− p)cp

∫
(s,∞)

σ(du)
∫ s

r
(u−v)p−2dv.

Let

J1 =
∫ ∞

r
(s− r)−q−1ds

∫
(r,s]

(u− r)p−1σ(du),

J2 = (1− p)
∫ ∞

r
(s− r)−q−1ds

∫
(s,∞)

σ(du)
∫ s

r
(u−v)p−2dv.

Then ∫ ∞

r
(s− r)−q−1|g(s)−g(r)|ds≤ cp(J1 +J2).

Sinceσ ∈ D(I p−q) [resp.D(I p−q
+ )], we have

J1 =
∫

(r,∞)
(u− r)p−1σ(du)

∫ ∞

u
(s− r)−q−1ds

= q−1
∫

(r,∞)
(u− r)p−q−1σ(du) < ∞ for a. e.r ∈ R [resp.R◦

+],

J2 = (1− p)
∫

(r,∞)
σ(du)

∫ u

r
(u−v)p−2dv

∫ u

v
(s− r)−q−1ds

= (1− p)
∫

(r,∞)
σ(du)

∫ u

r
(u−v)p−1dv

∫ 1

0
(u− r − t(u−v))−q−1dt

= (1− p)
∫

(r,∞)
σ(du)

∫ 1

0
dt

∫ u

r
(u−v)p−1(u− r − t(u−v))−q−1dv

= (1− p)
∫

(r,∞)
σ(du)

∫ 1

0
t−pdt

∫ t(u−r)

0
wp−1(u− r −w)−q−1dw

= (1− p)
∫

(r,∞)
(u− r)p−q−1σ(du)

∫ 1

0
t−pdt

∫ t

0
xp−1(1−x)−q−1dx

= (1− p)
∫

(r,∞)
(u− r)p−q−1σ(du)

∫ 1

0
xp−1(1−x)−q−1dx

∫ 1

x
t−pdt

= C̃p,q

∫
(r,∞)

(u− r)p−q−1σ(du) < ∞ for a. e.r ∈ R [resp.R◦
+],

where

C̃p,q =
∫ 1

0
xp−1(1−x)−q−1(1−x1−p)dx= Cp,q

and the finiteness ofCp,q is clear since(1−x)−q−1(1−x1−p) ∼ (1− p)(1−x)−q as
x ↑ 1. We have thus shown (2.5) and∫ ∞

r
(s− r)−q−1(g(s)−g(r))ds= cp(J2−J1)
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= cp(Cp,q−q−1)
∫

(r,∞)
(u− r)p−q−1σ(du).

HenceI pσ ∈ D(Dq) [resp.I p
+σ ∈ D(Dq

+)] and

(DpI pσ)(dr) =
(

c1−qcp(qCp,q−1)
∫

(r,∞)
(u− r)p−q−1σ(du)

)
dr

= Γp−qc1−qcp(qCp,q−1)I p−qσ(dr)

onR, and similarly onR◦
+ ⊓⊔

Lemma 2.9.Let p> 0 and letσ ∈ D(I p) [resp.D(I p
+)]. Then,

Iqσ → σ vaguely onR [resp. Iq+σ → σ vaguely onR◦
+] (2.10)

as q↓ 0, that is, for all continuous functions f with compact support inR [resp.R◦
+],∫

f (s)Iqσ(ds) →
∫

f (s)σ(ds) [resp.
∫

f (s)Iq
+σ(ds) →

∫
f (s)σ(ds)] (2.11)

as q↓ 0.

Proof. We give the proof in the caseR, but the caseR◦
+ is similar. First recall that

σ ∈ D(I p) impliesσ ∈ D(Iq) for 0 < q≤ p. Assume thatf is nonnegative, contin-
uous with support in[a,b] for somea < b. It is enough to show (2.11) for suchf .
Notice that∫

R
f (s)Iqσ(ds) =

∫
R

f (r)dr
∫

(r,∞)
cq(s− r)q−1σ(ds) =

∫
R

gq(s)σ(ds),

where

gq(s) =
∫ s

−∞
cq(s− r)q−1 f (r)dr.

We claim that
gq(s) → f (s), q ↓ 0 (2.12)

for s∈ R. We havegq(s) = 0 = f (s) for s≤ a. Fix s> a. Let q be such thata <
s−q < s. Then, asq ↓ 0,

|gq(s)− f (s)| ≤ cq

∫ s−q

a
(s− r)q−1 f (r)dr +cq

∫ s

s−q
(s− r)q−1| f (r)− f (s)|dr

+
∣∣∣∣cq

∫ s

s−q
(s− r)q−1dr−1

∣∣∣∣ f (s)

= J1 +J2 +J3,

J1 ≤ cq|| f ||
∫ s−q

a
(s− r)q−1dr = cq+1|| f ||((s−a)q−qq) → 0,

where|| f || = maxs∈R f (s),
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J2 ≤ max
r∈[s−q,s]

| f (r)− f (s)|cq+1qq → 0,

J3 = |cq+1qq−1| f (s) → 0.

This proves (2.12). Ifs> a, then

gq(s) ≤ cq|| f ||
∫ s

a
(s− r)q−1dr = cq+1|| f ||(s−a)q ≤ const((s−a)∨1)p

for 0 < q≤ p. If s> b+1, then

gq(s) ≤ cq|| f ||
∫ b

a
(s− r)q−1dr ≤ cq|| f ||(b−a)(s−b)q−1 ≤ const(s−b)p−1

for 0 < q ≤ p. Now, sinceσ ∈ Mp−1
∞ (R), we can use the dominated convergence

theorem and obtain∫
R

gq(s)σ(ds) →
∫

R
f (s)σ(ds), q ↓ 0,

completing the proof. ⊓⊔

Theorem 2.10.For any p> 0, I p and Ip+ are one-to-one.

Proof. Assume thatp < 1. Suppose thatσ1, σ2 ∈ D(I p) satisfy I pσ1 = I pσ2. Let
0 < q < p. By virtue of Lemma 2.8,I pσ j ∈ D(Dq) for j = 1,2 and (2.8) holds
for σ = σ1, σ2. We haveDqI pσ1 = DqI pσ2. If qCp,q − 1 ̸= 0, then it follows that
I p−qσ1 = I p−qσ2. From the definition (2.9),Cp,q is positive and strictly increasing
with respect toq. Hence, eitherqCp,q−1 ̸= 0 for all q∈ (0, p) or there isq0 ∈ (0, p)
such thatqCp,q−1 ̸= 0 for all q∈ (0, p)\{q0}. Thus

qCp,q−1 ̸= 0 for all q∈ (0, p) sufficiently close top. (2.13)

Hence
I p−qσ1 = I p−qσ2 for all q∈ (0, p) sufficiently close top.

Now, lettingq ↑ p and using Lemma 2.9, we obtainσ1 = σ2. It follows that I p is
one-to-one for 0< p < 1. Now, using Proposition 2.4, we see thatI p is one-to-one
if p = np′ with a positive integern and 0< p′ < 1. HenceI p is one-to-one for any
p > 0. The proof forI p

+ is similar. ⊓⊔

2.3 More properties and examples

Whenp is a positive integer, we have the following characterization. This is a result
of Williamson [56]. It is given also in Lemmas 3.2 and 3.4 of Sato [37] based on
Widder’s book [55].
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Proposition 2.11.(i) A function f(r) onR [resp.R◦
+] is monotone of order1 if and

only if it is decreasing and right-continuous onR [resp.R◦
+] and tends to0 as r→∞.

(ii) Let n be an integer≥ 2. A function f onR [resp.R◦
+] is monotone of order n

if and only if
f (r) tends to0 as r→ ∞ and is n−2 times differentiable onR
[resp.R◦

+] with (−1) j f ( j) ≥ 0 for j = 0,1, . . . ,n−2, and with

(−1)n−2 f (n−2) being decreasing and convex.

(2.14)

Corollary 2.12. Let n be an integer≥ 1. Suppose that f is n times differentiable on
R [resp.R◦

+]. Then f is monotone of order n if and only if(−1) j f ( j) ≥ 0 onR [resp.
R◦

+] for j = 0,1, . . . ,n, and f(r) → 0 as r→ ∞.

Thus the concept of complete monotonicity off on R◦
+ coincides with that in

Widder [55] and Feller [8] except the condition that limr→∞ f (r) = 0. Integral rep-
resentation of a completely monotone function onR◦

+ (as the Laplace transform of
a measure onR◦

+) is obtained from Bernstein’s theorem. A completely monotone
function onR is also represented by the Laplace transform of a measure onR◦

+.

Proof of Proposition 2.11. In this proof we consider the caseR. In the caseR◦
+,

replaceR by R◦
+.

(i) Recall that f is monotone of order 1 onR if and only if f (r) =
∫
(r,∞) σ(ds)

for someσ ∈ M0
∞(R), hence if and only iff (r) is finite, decreasing, and right-

continuous onR and tends to 0 asr → ∞.
(ii) Let n≥ 2. A function f is monotone of ordern onR if and only if, for some

σ ∈ Mn−1
∞ (R),

f (r) =
∫

(r,∞)

1
(n−1)!

(s− r)n−1σ(ds) =
∫

(r,∞)
σ(ds)

∫ s

r

1
(n−2)!

(s−u)n−2du

=
∫

(r,∞)
du

∫
(u,∞)

1
(n−2)!

(s−u)n−2σ(ds).

If f is monotone of ordern on R, then f (r) → 0 asr → ∞, since f is monotone of
order 1 onR. If f is monotone of order 2 onR, then

f (r) =
∫

(r,∞)
σ((u,∞))du (2.15)

and hencef is decreasing and convex. Conversely, iff (r) is decreasing, convex,
and convergent to 0 asr → ∞, then f is written as in (2.15) with someσ ∈ M1

∞(R)
and hencef is monotone of order 2 onR.

Now letn≥ 3 and suppose that assertion (ii) is true withn−1 in place ofn. If f is
monotone of ordern onR, theng(u) =

∫
(u,∞)

1
(n−2)! (s−u)n−2σ(ds) is monotone of

ordern−1 onR and, a fortiori, continuous and hence− f ′(r) = g(r), which shows
that (2.14) is satisfied. Conversely, suppose thatf satisfies (2.14). Then− f ′(r)→ 0
asr → ∞, since otherwisef (r) goes to−∞ asr → ∞. Hence (2.14) is satisfied with
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− f ′ in place of f and withn−1 in place ofn. Hence

− f ′(u) =
∫

(u,∞)

1
(n−2)!

(s−u)n−2σ(ds)

for someσ ∈ Mn−2
∞ (R). Since− f ′(u) is continuous and sincef (r) → 0 asr → ∞,

we havef (r) =
∫ ∞

r f ′(u)duand hence

f (r) =
∫

(r,∞)

1
(n−1)!

(s− r)n−1σ(ds).

As (2.14) implies thatf is locally integrable onR, σ belongs toD(In) and f is
monotone of ordern onR. ⊓⊔

Let us give some necessary conditions forf to be monotone of orderp.

Proposition 2.13.Suppose that f is monotone of order p onR [resp.R◦
+] for some

p > 0 and that f is not identically zero. Then:
(i) f is lower semi-continuous onR [resp.R◦

+].
(ii) Either f(r) > 0 for all r ∈ R [resp.R◦

+] or there is a∈ R [resp.R◦
+] such that

f (r) > 0 for r < a and f(r) = 0 for r ≥ a.
(iii) In the case ofR, liminf

r→−∞
( f (r)/|r|p−1) > 0.

(iv) In the case ofR◦
+, liminf

r↓0
f (r) > 0.

Proof. The function f satisfies (1.10) for someσ ∈ Mp−1
∞ (R) [resp.Mp−1

∞ (R◦
+)]

with σ ̸= 0.
(i) Using Fatou’s lemma, we see

liminf
r ′→r

f (r ′) ≥ cp

∫
liminf

r ′→r
(1(r ′,∞)(s)(s− r ′)p−1)σ(ds)

= cp

∫
(r,∞)

(s− r)p−1σ(ds) = f (r),

that is, f is lower semi-continuous.
(ii) If f (r0) > 0 for somer0, then f (r) > 0 for all r ≤ r0, because

∫
(r0,∞)(s−

r0)p−1σ(ds) > 0 shows that there is a points0 in the support ofσ such thats0 > r0.
(iii) Choose−∞ < a < b < ∞ such thatσ((a,b)) > 0. Let r < a. Then

f (r) ≥ cp

∫
(a,b)

(s− r)p−1σ(ds) ≥

{
cp(b− r)p−1σ((a,b)) if p≤ 1,

cp(a− r)p−1σ((a,b)) if p > 1.

Hence the assertion follows.
(iv) Proved similarly to (iii). ⊓⊔

Proposition 2.14.Suppose that f is monotone of order p onR [resp.R◦
+] for some

p > 1. Then f is absolutely continuous onR [resp.R◦
+].
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Proof. Consider the case ofR. We have (1.10) forf with someσ ∈ D(I p). Since
I p = I1I p−1, it follows from Lemma 2.5 that

f (r) =
∫

(r,∞)
(I p−1σ)(ds) =

∫ ∞

r
g(s)ds

for someg(s) ≥ 0. The case ofR◦
+ is similar. ⊓⊔

Let S= Sd−1 = {ξ ∈Rd : |ξ |= 1}. This is the(d−1)-dimensional unit sphere in
Rd if d ≥ 2 and the two-point set{−1,1} if d = 1. A family {σξ : ξ ∈ S} of locally
finite measures onR [resp.R◦

+] is called ameasurable familyif σξ (E) is measurable
in ξ ∈ Sfor everyE ∈B(R) [resp.B(R◦

+)]. If {σξ : ξ ∈ S} is a measurable family,
then,(a) for any[0,∞]-valued functionf (r,s) measurable in(r,s),

∫
f (r,s)σξ (ds) is

measurable in(ξ , r), and(b) for anya > 0, σξ ((r, r +a]) is measurable in(ξ , r). To
see(a), use the monotone class theorem. To see(b), apply(a) to f (r,s) = 1(r,r+a](s).

Proposition 2.15.Let p> 0. If {σξ : ξ ∈ S} is a measurable family of measures
in Mp−1

∞ (R) [resp.Mp−1
∞ (R◦

+)], then{I p(σξ ) : ξ ∈ S} [resp.{I p
+(σξ ) : ξ ∈ S}] is a

measurable family.

Proof. Notice that, for anyE ∈ B(R)

I p(σξ )(E) =
∫

E
dr

∫
(r,∞)

cp(s− r)p−1σξ (ds)

=
∫

R
σξ (ds)

∫
E∩(−∞,s)

cp(s− r)p−1dr,

which is measurable inξ . The case ofR◦
+ is similar. ⊓⊔

Proposition 2.16.Let p> 0 and let{σξ : ξ ∈ S} ⊂Mp−1
∞ (R) [resp.Mp−1

∞ (R◦
+)]. If

{I p(σξ ) : ξ ∈ S} [resp.{I p
+(σξ ) : ξ ∈ S}] is a measurable family, then{σξ : ξ ∈ S}

is a measurable family.

Proof. Consider the case ofR. The case ofR◦
+ is similar. Let{I p(σξ )} be a mea-

surable family. For eachξ

I p(σξ )(E) =
∫

E
gξ (r)dr, gξ (r) =

∫
(r,∞)

cp(s− r)p−1σξ (ds).

Let

g̃ξ (r) = liminf
n→∞

n
∫ r+1/n

r
gξ (r ′)dr′ = liminf

n→∞
nIp(σξ )((r, r +1/n]).

Then g̃ξ (r) is measurable in(ξ , r) and, by Lebesgue’s differentiation theorem,
gξ (r) = g̃ξ (r) for a. e.s for every fixedξ . ThusI p(σξ )(dr) = g̃ξ (r)dr.

Suppose 0< p < 1. Let 0< q < p. Then{DqI p(σξ ) : ξ ∈ S} is a measurable
family. It follows from Lemma 2.8 and (2.13) that{I p−q(σξ ) : ξ ∈ S} is a measur-
able family forq sufficiently close top. Hence, by Lemma 2.9,{σξ : ξ ∈ S} is a
measurable family. Now, for anyp > 0, write p = np′ with positive integern and
0 < p′ < 1 and use Proposition 2.4 to see{σξ : ξ ∈ S} is a measurable family. ⊓⊔



22 Ken-iti Sato

Example 2.17.Let p > 0. In the following,σ is in Mp−1
∞ (R) or in Mp−1

∞ (R◦
+) and

we write
fp(r) = cp

∫
(r,∞)

(s− r)p−1σ(ds) (2.16)

for r ∈ R or for r ∈ R◦
+. Thus fp is monotone of orderp onR or onR◦

+.
(a) A δ -distribution located atx is denoted byδx. Let σ = δa with a∈ R [resp.

R◦
+]. Then

fp(r) =

{
cp(a− r)p−1, r < a,

0, r ≥ a.

Hencefp(r) is strictly increasing forr < a if p < 1; fp equals 1 forr < a if p = 1;
fp is not continuous ifp≤ 1. If p > 1, then fp is strictly decreasing forr < a and
continuous onR [resp.R◦

+]. For anyp′ > p, fp is not monotone of orderp′. Indeed,

otherwise Proposition 2.4 and Theorem 2.10 show thatδa = I p′−pτ [resp.I p′−p
+ τ]

for someτ ∈ Mp′−1
∞ (R) [resp.Mp′−1

∞ (R◦
+)], which is absurd sinceI p′−pτ [resp.

I p′−p
+ τ] is absolutely continuous.

Notice that this functionfp(r) has the following property: ifα ∈ R satisfies
α(p−1) > −1, then fp(r)α is monotone of orderα(p−1)+1 and not monotone
of orderp′ for any p′ > α(p−1)+1.

(b) Let−∞ < a < b < ∞ [resp. 0< a < b < ∞] and letσ(ds) = 1(a,b](s)ds. Then

fp(r) =


cp+1((b− r)p− (a− r)p), r < a,

cp+1(b− r)p, a≤ r < b,

0, r ≥ b.

Thus
f ′p(r) = cp((a− r)p−1− (b− r)p−1) for r < a.

Hence, ifp < 1, then fp is strictly increasing forr ≤ a and strictly decreasing for
a≤ r ≤ b. For all p > 0, fp is continuous onR [resp.R◦

+]. For anyp′ > p, fp is not

monotone of orderp′ onR [resp.R◦
+]. Indeed, otherwiseσ = I p′−pτ [resp.I p′−p

+ τ]
for someτ ∈ Mp′−1

∞ (R) [resp.Mp′−1
∞ (R◦

+)], which contradicts Proposition 2.13.
(c) Letσ(ds) = s−αdsonR◦

+ with α > p. Thenσ ∈Mp−1
∞ (R◦

+) and the function
fp is monotone of orderp onR◦

+ and

fp(r) = cp

∫ ∞

r
(s− r)p−1s−αds= cpr p−α

∫ ∞

1
(u−1)p−1u−αdu= c+r p−α

for r > 0, where

c+ = cp

∫ ∞

0
up−1(u+1)−αdu= cpB(p,α − p) = Γα−p/Γα .

(d) Suppose 0< p < 1. Let σ(ds) = (s−b)−α1(b,∞)(s)dson R with 1 > α > p
andb∈ R. Thenσ ∈ Mp−1

∞ (R) and fp is monotone of orderp onR and
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fp(r) =


c−(b− r)p−α , r < b

∞, r = b

c+(r −b)p−α , r > b,

wherec+ is the same as in (c) and

c− = cp

∫ ∞

0
(u+1)p−1u−αdu= cpB(1−α ,α − p) = Γ1−αΓα−p/(ΓpΓ1−p).

Note that fp(b) = cp
∫ ∞

b (s−b)p−α−1ds= ∞. This fp is a (0,∞]-valued continuous
function onR, strictly increasing on(−∞,b), equal to∞ atb, and strictly decreasing
on (b,∞). For anyp′ > p, this fp is not monotone of orderp′ by the same reason as
in (b).

(e) Let 0< p < α < 1. Let B = {b1,b2, . . .} be a countable set inR. Choose
Cn > 0, n = 1,2, . . ., satisfying

∑
bn∈B∩(−∞,1]

Cn + ∑
bn∈B∩(1,∞)

Cnbp−α
n < ∞.

Let

σ(ds) =
∞

∑
n=1

Cn(s−bn)−α1(bn,∞)(s)ds.

Thenσ ∈ Mp−1
∞ (R), since we have∫

(1,∞)
sp−1σ(ds) =

∞

∑
n=1

Cn

∫ ∞

bn∨1
sp−1(s−bn)−αds< ∞,

noting that, forbn ≤ 1,∫ ∞

1
sp−1(s−bn)−αds≤

∫ ∞

1
sp−1(s−1)−αds=

∫ ∞

0
(u+1)p−1u−αdu

= B(1−α ,α − p)

and, forbn > 1,∫ ∞

bn

sp−1(s−bn)−αds= bp−α
n

∫ ∞

1
up−1(u−1)−αdu= bp−α

n B(1−α ,α − p).

Let fp,α,b(s) denote the function in (d). Then

fp(r) =
∞

∑
n=1

Cn fp,α,bn(r)

and fp(bn) = ∞ for n= 1,2, . . .. If the setB has supremum∞, then limsup
s→∞

fp(s) = ∞.

If B is a dense set inR, then fp(s) is finite almost everywhere but infinite on the
dense set. ⊓⊔
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Example 2.18.(a) Let f (r) = r−β for r > 0 with β > 0. Thenf is completely mono-
tone onR◦

+, because, for anyp > 0, we can chooseα = p+ β and apply Example
2.17 (c). Alternatively, use Proposition 2.11.

(b) Let f (r) = e−r for r ∈ R. Then f is completely monotone onR. Use Propo-
sition 2.11 orcp

∫ ∞
r (s− r)p−1e−sds= cp

∫ ∞
0 up−1e−u−rdu= e−r .

(c) Let

f (r) =

{
arcsin(1− r), 0 < r < 1,

0, r ≥ 1.

Then f is monotone of order 2 onR◦
+, since it is decreasing and convex. For any

p> 2, f is not monotone of orderp onR◦
+. To prove this, supposef is monotone of

orderp > 2 onR◦
+. Then f (r)dr = I p

+σ for someσ ∈ Mp−1
∞ (R◦

+). Hencef (r)dr =
I1
+τ with τ = I p−1

+ σ . On the other hand

f (r) =
∫ ∞

r
g(s)ds with g(s) = (1− (1−s)2)−1/21(0,1)(s).

Henceτ(ds) = g(s)dsby Theorem 2.10. Henceg(s) is equal almost everywhere on
R◦

+ to a function monotone of orderp−1. Sincep−1 > 1, it follows thatg(s) is
equal almost everywhere onR◦

+ to an absolutely continuous function (Proposition
2.14). This is absurd.

(d) Let

f (r) =

{
− logr, 0 < r < 1,

0, r ≥ 1.

Then, similarly to the previous example,f is monotone of order 2 onR◦
+ but is not

monotone of orderp onR◦
+ for any p > 2. ⊓⊔

Example 2.19.Let g(r) =
√

r2 +1− r, r ∈ R, andhα(r) = g(r)α , r ∈ R, with α ∈
(0,∞). The functiong is monotone of order 2 onR, sinceg(r) > 0, −g′(r) = 1−
r(r2 +1)−1/2 > 0, and

g′′(r) = (r2 +1)−1/2− r2(r2 +1)−3/2 = (r2 +1)−3/2 > 0,

g(r) = |r|
√

1+ |r|−2− r = |r|(1+O(|r|−2))− r = O(r−1), r → ∞.

Let us show the following.
(a) For everyα > 0, hα is not monotone of orderp onR for any p > α +1.
(b) For everyα > 0, hα is monotone of order 1 onR.
(c) The following statement is true forn= 1,2,3. For anyα ≥ n, hα is monotone

of ordern+1 onR.
We haveg(r) = 2|r|+O(|r|−1), r →−∞. Hence we see (a) by virtue of Proposi-

tion 2.13 (iii), becausehα(r)/|r|p−1 ∼ 2α/|r|p−α−1 asr →−∞. We have (b), since

h′α =
α(

√
r2 +1− r)α−1
√

r2 +1
(r −

√
r2 +1) =

−αhα√
r2 +1

, (2.17)
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which is negative onR. We have (c) forn = 1, since

h′′α = α
(

rhα

(r2 +1)3/2
− h′α√

r2 +1

)
=

αhα

(r2 +1)3/2
(r +α

√
r2 +1), (2.18)

which is positive onR for α ≥ 1.
The following recursion formula is known for the derivatives ofhα ([30] p. 41):

(r2 +1)h( j+2)
α +(2 j +1)rh( j+1)

α +( j2−α2)h( j)
α = 0. (2.19)

Indeed, this is true forj = 0 from (2.17) and (2.18); if (2.19) is true for a given
j ≥ 0, then its differentiation shows that it is true withj +1 in place ofj.

Now let us prove (c) forn = 2. It follows from (2.17), (2.18), and (2.19) that

(r2 +1)h′′′α = −3rh′′
α − (1−α2)h′α =

−3αrhα

(r2 +1)3/2
(r +α

√
r2 +1)+

(1−α2)αhα√
r2 +1

=
−αhα

(r2 +1)3/2
(3αr

√
r2 +1+(α2 +2)r2 +(α2−1))

=
−αhα

(r2 +1)3/2
[3
2α(

√
r2 +1+ r)2 +(α −2)(α −1)r2 +(α −2)(α + 1

2)],

which is negative onR for α ≥ 2.
Let us prove (c) forn = 3. We have

(r2 +1)h(4)
α = −5rh′′′

α − (4−α2)h′′α

=
5αrhα

(r2 +1)5/2
(3αr

√
r2 +1+(α2 +2)r2 +(α2−1))

− (4−α2)
αhα

(r2 +1)3/2
(r +α

√
r2 +1)

=
αhα

(r2 +1)5/2
[(α2 +11)αr2

√
r2 +1+(α2−4)α

√
r2 +1

+6(α2 +1)r3 +3(2α2−3)r]

=
αhα

(r2 +1)5/2
[3
2(α2 +1)(

√
r2 +1+ r)3 + 3

2(α2−9)r

+(α3−6α2 +11α −6)r2
√

r2 +1+(α3− 3
2α2−4α − 3

2)
√

r2 +1]

=
αhα

(r2 +1)5/2
[3
2(α2 +1)(

√
r2 +1+ r)3 + 3

2(α2−9)(
√

r2 +1+ r)

+(α −3)(α −2)(α −1)r2
√

r2 +1+(α −3)(α2−4)
√

r2 +1],

which is positive onR for α ≥ 3. This shows (c) forn = 3. ⊓⊔

Remark 2.20.Open question: In the notation of Example 2.19, ishα monotone of
orderα +1 for everyα > 0 ? ⊓⊔
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Some transformations more general than the fractional integralI p
+σ are studied

by Maejima, Ṕerez-Abreu, and Sato [24], which is related to [23].

3 Preliminaries in probability theory

3.1 Lévy–Khintchine representation of infinitely divisible
distributions

We also use a representation of the cumulant functionCµ(z) of µ ∈ ID other than
(1.1) in the form

Cµ(z) = −1
2
⟨z,Aµz⟩+

∫
Rd

(
ei⟨z,x⟩−1− i⟨z,x⟩

1+ |x|2

)
νµ(dx)+ i⟨γ ♯

µ ,z⟩. (3.1)

Hereγ ♯
µ is an element ofRd; Aµ andνµ are common to (1.1) and (3.1). Throughout

this articleγ ♯
µ is used in this sense. It follows from (1.1) and (3.1) that

γ ♯
µ = γµ −

∫
|x|≤1

x|x|2

1+ |x|2
νµ(dx)+

∫
|x|>1

x
1+ |x|2

νµ(dx). (3.2)

The triplets(Aµ ,νµ ,γµ) and (Aµ ,νµ ,γ ♯
µ) are both called the Ĺevy–Khintchine

triplet of µ . Each has its own advantage and disadvantage. Weak convergence of a
sequence of infinitely divisible distributions can be expressed by the corresponding
triplets of the type(Aµ ,νµ ,γ ♯

µ), but cannot by the triplets of the type(Aµ ,νµ ,γµ).
This is because the integrand in the integral term is continuous with respect tox
in (3.1), but not continuous in (1.1). On the other hand the formulas derived from
(Aµ ,νµ ,γµ) are often simpler than those derived from(Aµ ,νµ ,γ ♯

µ). See the book
[39] for details. In [39] the author uses the symbolγ in the sense ofγµ , but in the

papers [40]–[44] in the sense ofγ ♯
µ .

The γµ andγ ♯
µ are both called the location parameter ofµ . They depend on the

choice of the integrand in the Lévy–Khintchine representation. Many other choices
of the integrand are found in the literature. Kwapień and Woyczýnski [17] and
Rajput and Rosinski [31] use some form other than in (1.1) and (3.1). Maruyama
[29] uses still another form.
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3.2 Radial and spherical decompositions ofσ -finite measures on
Rd

A measureν(B), B ∈ B(Rd), is calledσ -finite if there is a Borel partitionBn,
n = 1,2, . . ., of Rd such thatν(Bn) < ∞. The following propositions give two de-
compositions ofσ -finite measures onRd.

Proposition 3.1.Let ν be a σ -finite measure onRd satisfyingν({0}) = 0. Then
there are aσ -finite measureλ on S= {ξ : |ξ |= 1} with λ (S)≥ 0 and a measurable
family{νξ : ξ ∈ S} of σ -finite measures onR◦

+ with νξ (R◦
+) > 0 such that

ν(B) =
∫

S
λ (dξ )

∫
R◦

+

1B(rξ )νξ (dr), B∈ B(Rd). (3.3)

Hereλ andνξ are uniquely determined in the following sense: if(λ (dξ ),νξ ) and
(λ ′(dξ ),ν ′

ξ ) both satisfy these conditions, then there is a measurable function c(ξ )
on S such that

0 < c(ξ ) < ∞, (3.4)

c(ξ )λ ′(dξ ) = λ (dξ ), (3.5)

ν ′
ξ (dr) = c(ξ )νξ (dr) for λ -a. e.ξ ∈ S. (3.6)

We call the pair(λ (dξ ),νξ ) in this proposition aradial decompositionor polar
decompositionof ν.

Proof of Proposition 3.1. If ν = 0, thenλ = 0 and arbitraryνξ satisfy the assertion.
Assume thatν ̸= 0. Let Bn, n = 1,2, . . ., be a Borel partition ofRd \ {0} such

thatan = ν(Bn) < ∞. If an > 0, then letf (x) = 2−n/an for x ∈ Bn. If an = 0, then
let f (x) = 1 for x ∈ Bn. Let b =

∫
Rd\{0} f (x)ν(dx). We have 0< b ≤ ∑∞

n=12−n.

Let ν̃(dx) = b−1 f (x)ν(dx), which is a probability measure. Using the conditional
distribution theorem, we find a probability measureλ̃ onSand a measurable family
{ν̃ξ : ξ ∈ S} of probability measures onR◦

+ such that

ν̃(B) =
∫

S
λ̃ (dξ )

∫
R◦

+

1B(rξ )ν̃ξ (dr), B∈ B(Rd).

Thus

ν(B) =
∫

B
b f(x)−1ν̃(dx) =

∫
S

λ̃ (dξ )
∫

R◦
+

1B(rξ )b f(rξ )−1ν̃ξ (dr).

Let λ = λ̃ andνξ (dr) = b f(rξ )−1ν̃ξ (dr). Thenνξ is a σ -finite measure onR◦
+

for eachξ and (3.3) holds. To see the uniqueness, let(λ (dξ ),νξ ) be the pair just
constructed, and let(λ ′(dξ ),ν ′

ξ ) be another decomposition ofν . Then, for every
E ∈ B(S),
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λ (E) = λ̃ (E) = ν̃((0,∞)E) =
∫

(0,∞)E
b−1 f (x)ν(dx)

=
∫

E
λ ′(dξ )

∫
R◦

+

b−1 f (rξ )ν ′
ξ (dr).

Let c(ξ ) =
∫
R◦

+
b−1 f (rξ )ν ′

ξ (dr). Thenc(ξ ) is positive for allξ and finite forλ ′-a. e.

ξ . Modify c(ξ ) on aλ ′-null set so that (3.4) holds. Now we have (3.5). Then (3.6)
also follows. It follows that (3.4)–(3.6) hold for arbitrary two decompositions with
an appropriatec(ξ ). ⊓⊔

Remark 3.2. If ν ̸= 0, then we can choose the measureλ in Proposition 3.1 to be a
probability measure. Indeed,λ̃ in the proof is a probability measure. ⊓⊔

Proposition 3.3.Let ν be a σ -finite measure onRd satisfyingν({0}) = 0. Then
there are aσ -finite measurēν on R◦

+ with ν̄(R◦
+) ≥ 0 and a measurable family

{λr : r ∈ R◦
+} of σ -finite measures on S= {ξ : |ξ | = 1} with λr(S) > 0 such that

ν(B) =
∫

R◦
+

ν̄(dr)
∫

S
1B(rξ )λr(dξ ), B∈ B(Rd). (3.7)

Here ν̄ and λr are uniquely determined in the following sense: if(ν̄(dr),λr) and
(ν̄ ′(dr),λ ′

r ) both satisfy these conditions, then there is a measurable function c(r)
onR◦

+ such that

0 < c(r) < ∞, (3.8)

c(r)ν̄ ′(dr) = ν̄(dr), (3.9)

λ ′
r (dξ ) = c(r)λr(dξ ) for ν̄-a. e. r∈ R◦

+. (3.10)

Proof is similar to that of Proposition 3.1, interchanging the roles ofSandR◦
+.

We call the pair(ν̄(dr),λr) in this proposition aspherical decompositionof ν .

Remark 3.4. If there is a positive measurable functionf (r) on R◦
+ such that∫

Rd\{0} f (|x|)ν(dx) < ∞, thenλr , r ∈S, in Proposition 3.3 can be chosen to be proba-
bility measures. Indeed, since

∫
Rd f (|x|)ν(dx) =

∫
R◦

+
f (r)λr(S)ν̄(dr), λr(S) is finite

for ν̄-a. e.r. Noting that

ν(B) =
∫

R◦
+

λr(S)ν̄(dr)
∫

S
1B(rξ )(λr(S))−1λr(dξ ),

choosẽν(dr) = λr(S)ν̄(dr), λ̃r(dξ ) = (λr(S))−1λr(dξ ) for ν̄-a. e.r, andλ̃r appro-
priately forr in a ν̄-null set and consider(ν̃(dr), λ̃r) as a new spherical decomposi-
tion. ⊓⊔

We say that the Ĺevy measureνµ of µ ∈ ID is of polar product typeif there are
a finite measureλµ onSand aσ -finite measurēνµ onR◦

+ such that
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ν(B) =
∫

S
λµ(dξ )

∫
R◦

+

1B(rξ )ν̄µ(dr), B∈ B(Rd). (3.11)

Example 3.5.Any stable distributionµ on Rd has Ĺevy measure of polar product
type. Indeed, ifµ is α-stable, thenνµ(B) =

∫
Sλ (dξ )

∫
R◦

+
1B(rξ )r−α−1dr with a

finite measureλ onS. ⊓⊔

3.3 Weak mean of infinitely divisible distributions

As usual, a distributionµ on Rd is said to have meanmµ if
∫
Rd |x|µ(dx) < ∞ and∫

Rd xµ(dx) = mµ . We say thatµ has mean inRd if
∫
Rd |x|µ(dx) < ∞.

Definition 3.6. Let µ ∈ ID. We say thatµ has weak mean inRd if∫
1<|x|≤a

xνµ(dx) is convergent inRd as a→ ∞ (3.12)

We say thatµ has weak meanmµ if (3.12)holds and

Cµ(z) =
−1
2

⟨z,Aµz⟩+ lim
a→∞

∫
|x|≤a

(ei⟨z,x⟩−1− i⟨z,x⟩)νµ(dx)+ i⟨mµ ,z⟩. (3.13)

If µ satisfies(3.12), write

mL
µ = lim

a→∞

∫
1<|x|≤a

xνµ(dx). (3.14)

Remark 3.7.Condition (3.12) is equivalent to the property that∫
1<|x|≤a

⟨z,x⟩νµ(dx) is convergent inR asa→ ∞, for z∈ Rd,

because
∫

1<|x|≤a⟨z,x⟩νµ(dx) = ⟨z,
∫

1<|x|≤axνµ(dx)⟩. Condition (3.12) is also equiv-
alent to the property that∫

|x|≤a
(ei⟨z,x⟩−1− i⟨z,x⟩)νµ(dx) is convergent inC asa→ ∞, for z∈ Rd.

Indeed,∫
|x|≤a

(ei⟨z,x⟩−1− i⟨z,x⟩)νµ(dx)

=
∫
|x|≤a

(ei⟨z,x⟩−1− i⟨z,x⟩1{|x|≤1}(x))νµ(dx)− i
∫

1<|x|≤a
⟨z,x⟩νµ(dx)

(3.15)

for a> 1 and the first term in the right-hand side is always convergent asa→ ∞. ⊓⊔
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Remark 3.8.Let µ ∈ ID. Thenµ has meanmµ if and only if
∫
|x|>1 |x|νµ(dx) < ∞

and

Cµ(z) =
−1
2

⟨z,Aµz⟩+
∫

Rd
(ei⟨z,x⟩−1− i⟨z,x⟩)νµ(dx)+ i⟨mµ ,z⟩ (3.16)

(see Example 25.12 of [39]). Therefore, ifµ has meanmµ , thenµ has weak mean
mµ . ⊓⊔

Proposition 3.9.Let µ ∈ ID. If µ has weak mean mµ in Rd, then

mµ = mL
µ + γµ . (3.17)

Proof. If µ has weak mean inRd, then it follows from Remark 3.7 and (3.15) that

lim
a→∞

∫
|x|≤a

(ei⟨z,x⟩−1− i⟨z,x⟩)νµ(dx)

=
∫

Rd
(ei⟨z,x⟩−1− i⟨z,x⟩1{|x|≤1}(x))νµ(dx)− i⟨mL

µ ,z⟩.

Combined with (1.1), this shows thatµ satisfies (3.13) withmµ = mL
µ + γµ . ⊓⊔

We strengthen the notion of having weak mean.

Definition 3.10.Let µ ∈ ID. We say thatµ has weak mean inRd absolutelyif∫
(1,∞)

r ν̄µ(dr)
∣∣∣∣∫

S
ξ λ µ

r (dξ )
∣∣∣∣ < ∞, (3.18)

where(ν̄µ(dr),λ µ
r ) is a spherical decomposition ofνµ . We say thatµ has weak

meanmµ absolutelyif µ has weak mean inRd absolutely and has weak mean mµ .

Remark 3.11.Let µ ∈ ID. Then the property (3.18) does not depend on the choice
of a spherical decomposition ofνµ . Indeed, if(ν̄µ(dr),λ µ

r ) and (ν̄ ′(dr),λ ′
r (dξ ))

are two spherical decompositions ofνµ , then we have∫
(1,∞)

r ν̄ ′(dr)
∣∣∣∣∫

S
ξ λ ′

r (dξ )
∣∣∣∣ =

∫
(1,∞)

r ν̄µ(dr)
∣∣∣∣∫

S
ξ λ µ

r (dξ )
∣∣∣∣ ,

since there isc(r) satisfying (3.8)–(3.10) of Proposition 3.3. ⊓⊔

Remark 3.12.If µ ∈ ID has weak mean inRd absolutely, thenµ has weak mean in
Rd, since ∫

1<|x|≤a
xνµ(dx) =

∫
(1,a]

r ν̄µ(dr)
∫

S
ξ λ µ

r (dξ )

for a > 1. ⊓⊔

Remark 3.13.If µ ∈ ID has meanmµ , thenµ has weak meanmµ absolutely, be-
cause finiteness of
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|x|>1

|x|νµ(dx) =
∫

(1,∞)
r ν̄µ(dr)

∫
S

λ µ
r (dξ )

implies (3.18). ⊓⊔

Proposition 3.14.Let µ ∈ ID. If µ is symmetric(that is, µ(−B) = µ(B) for all
B∈ B(Rd)), thenµ has weak mean0 absolutely.

Proof. Assume thatµ is symmetric. ThenCµ(z) is real. Henceνµ is symmetric and
γµ = 0. Thus

∫
1<|x|≤axνµ(dx) = 0 for a > 1. Hence it follows from Proposition 3.9

thatµ has weak mean 0. Let(ν̄µ(dr),λ µ
r ) be a spherical decomposition ofνµ . Then

it follows from the symmetry ofνµ that, for ν̄µ -a. e.r, λ µ
r is symmetric, so that∫

Sξ λ µ
r (dξ ) = 0. Hence (3.18) holds. ⊓⊔

Proposition 3.15.Let µ ∈ ID with νµ of polar product type. Assume that∫
Rd |x|µ(dx) = ∞. Then the following five conditions are equivalent.

(a) µ has weak mean inRd.
(b) µ has weak mean inRd and mL

µ = 0.

(c) µ has weak mean inRd absolutely.
(d) µ has weak mean inRd absolutely and mLµ = 0.
(e) λµ and ν̄µ in (3.11)satisfy

∫
Sξ λµ(dξ ) = 0.

Proof. Clearly (d)⇒ (b) ⇒ (a) and (d)⇒ (c) ⇒ (a). Since
∫

1<|x|≤axνµ(dx) =∫
Sξ λµ(dξ )

∫
(1,a] r ν̄µ(dr), and

∫
(1,∞) rνµ(dr) = ∞, (a) implies (e). Sincēνµ andλµ

give a spherical decomposition ofνµ , (e) implies (d). ⊓⊔

Example 3.16.Let µ be a 1-stable distribution onRd. Since
∫

Sξ λµ(dξ ) = 0 if and
only if µ is strictly 1-stable, Proposition 3.15 gives equivalent characterizations of
strict 1-stability. ⊓⊔

3.4 Stochastic integral mappings of infinitely divisible distributions

In this section letf (s) be a locally square-integrable nonrandom function onR+ =
[0,∞) (that is, f (s) is extended real-valued, measurable, and

∫ t
0 f (s)2ds< ∞ for

any t ≥ 0). Then, it is known that, for any Ĺevy process{X(ρ)
s : s≥ 0} on Rd, the

stochastic integral
∫

E f (s)dX(ρ)
s is definable for every bounded Borel setE on R+,

and its lawµE is infinitely divisible and satisfies

CµE(z) =
∫

E
Cρ( f (s)z)ds, z∈ Rd (3.19)

with
∫

E |Cρ( f (s)z)|ds< ∞ (see [17, 31, 40, 41]). We write
∫ t

0 f (s)dX(ρ)
s for

∫
[0,t] f (s)

dX(ρ)
s .
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Proposition 3.17.Let µt = L
(∫ t

0 f (s)dX(ρ)
s

)
. Then the triplet ofµt is given by

Aµt =
∫ t

0
f (s)2Aρds, (3.20)

νµt (B) =
∫ t

0
ds

∫
Rd

1B( f (s)x)νρ(dx), B∈ B(Rd \{0}), (3.21)

γµt =
∫ t

0
f (s)ds

(
γρ +

∫
Rd

x(1{| f (s)x|≤1}−1{|x|≤1})νρ(dx)
)

, (3.22)

γ ♯
µt =

∫ t

0
f (s)ds

(
γ ♯

ρ +
∫

Rd
x

(
1

1+ | f (s)x|2
− 1

1+ |x|2

)
νρ(dx)

)
. (3.23)

Proof. It follows from (1.1) and (3.19) withE = [0, t] that

Cµt (z) =
∫ t

0
ds[−1

2 f (s)2⟨z,Aρz⟩+
∫

Rd
(ei⟨ f (s)z,x⟩−1− i⟨ f (s)z,x⟩1{|x|≤1}(x))

νρ(dx)+ i f (s)⟨γρ ,z⟩]

=
−1
2

∫ t

0
f (s)2ds⟨z,Aρz⟩+

∫ t

0
ds

∫
Rd

(ei⟨z, f (s)x⟩−1− i⟨z, f (s)x⟩1{| f (s)x|≤1})

νρ(dx)+ i
∫ t

0
ds

(∫
Rd
⟨z, f (s)x⟩(1{| f (s)x|≤1}−1{|x|≤1})νρ(dx)+ f (s)⟨γρ ,z⟩

)
.

Hence we have (3.20)–(3.22). Similarly we obtain (3.23) from (3.1). ⊓⊔

We say that the improper stochastic integral off with respect toX(ρ) is defin-

able if
∫ t

0 f (s)dX(ρ)
s is convergent in probability ast → ∞. The limit is written as∫ ∞−

0 f (s)dX(ρ)
s ; we define

Φ f ρ = L

(∫ ∞−

0
f (s)dX(ρ)

s

)
. (3.24)

The domainD(Φ f ) of Φ f is defined by

D(Φ f ) = {ρ ∈ ID(Rd) :
∫ ∞−

0 f (s)dX(ρ)
s is definable}.

We often say thatΦ f ρ is definable if
∫ ∞−

0 f (s)dX(ρ)
s is definable. It is known that

Φ f ρ is definable if and only if
∫ t

0Cρ( f (s)z)ds is convergent ast → ∞ for every
z∈ Rd (see [42]). IfΦ f ρ is definable, then

CΦ f ρ(z) = lim
t→∞

∫ t

0
Cρ( f (s)z)ds, z∈ Rd. (3.25)

Three extended notions (essential, compensated, symmetrized) and one restricted
notion of definability of improper stochastic integrals are introduced in [41, 42,
44]. Here we use the restricted notion and one extended notion. We say that∫ ∞−

0 f (s)dX(ρ)
s is absolutely definableif
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0
|Cρ( f (s)z)|ds< ∞, z∈ Rd. (3.26)

Let
D0(Φ f ) = {ρ ∈ ID(Rd) :

∫ ∞−
0 f (s)dX(ρ)

s is absolutely definable}.

We say that
∫ ∞−

0 f (s)dX(ρ)
s is essentially definableif, for someRd-valued function

qt on R+,
∫ t

0 f (s)dX(ρ)
s −qt is convergent in probability ast → ∞, which is equiv-

alent to the property that
∫ t

0Cρ( f (s)z)ds− i⟨qt ,z⟩ is convergent ast → ∞ for every
z∈ Rd. Let

De(Φ f ) = {ρ ∈ ID(Rd) :
∫ ∞−

0 f (s)dX(ρ)
s is essentially definable}.

We have
D0(Φ f ) ⊂ D(Φ f ) ⊂ De(Φ f ). (3.27)

Define the rangeR(Φ f ), the absolute rangeR0(Φ f ), and the essential range
Re(Φ f ) of Φ f as

R(Φ f ) = {Φ f ρ : ρ ∈ D(Φ f )},
R0(Φ f ) = {Φ f ρ : ρ ∈ D0(Φ f )},

Re(Φ f ) = {L (p-lim
t→∞

(
∫ t

0 f (s)dX(ρ)
s −qt)) : ρ ∈ De(Φ f ) and

p-lim
t→∞

(
∫ t

0 f (s)dX(ρ)
s −qt) exists}.

Then
R0(Φ f ) ⊂ R(Φ f ) ⊂ Re(Φ f ). (3.28)

We will use the following fact.

Proposition 3.18.Let ρ ∈ ID(Rd).
(i) ρ ∈ D(Φ f ) if and only if the following three conditions are satisfied.∫ ∞

0
f (s)2(trAρ)ds< ∞, (3.29)∫ ∞

0
ds

∫
Rd

(| f (s)x|2∧1)νρ(dx) < ∞, (3.30)

γµt of (3.22)is convergent inRd as t→ ∞. (3.31)

(3.31)can be replaced by

γ ♯
µt of (3.23)is convergent inRd as t→ ∞. (3.32)

(ii) If ρ ∈ D(Φ f ), then the triplet ofµ = Φ f ρ is given by

Aµ =
∫ ∞

0
f (s)2Aρds, (3.33)
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νµ(B) =
∫ ∞

0
ds

∫
Rd

1B( f (s)x)νρ(dx), B∈ B(Rd \{0}), (3.34)

γµ = lim
t→∞

γµt , (3.35)

γ ♯
µ = lim

t→∞
γ ♯

µt . (3.36)

(iii) ρ ∈ D0(Φ f ) if and only if (3.29), (3.30), and∫ ∞

0
| f (s)|ds

∣∣∣∣γρ +
∫

Rd
x(1{| f (s)x|≤1}−1{|x|≤1})νρ(dx)

∣∣∣∣ < ∞, (3.37)

or, equivalently,(3.29), (3.30), and∫ ∞

0
| f (s)|ds

∣∣∣∣γ ♯
ρ +

∫
Rd

x

(
1

1+ | f (s)x|2
− 1

1+ |x|2

)
νρ(dx)

∣∣∣∣ < ∞. (3.38)

(iv) ρ ∈ De(Φ f ) if and only if (3.29)and(3.30)are satisfied.

Proof. If we ignore the statements related toγρ , γµt , andγµ and retain those related

to γ ♯
ρ , γ ♯

µt , andγ ♯
µ , this proposition is proved in Lemma 5.4 and Propositions 5.5–

5.6 of [41], Proposition 2.6 of [42], and Propositions 2.1–2.3 of [43]. Let us give
remarks concerning the statements related toγρ , γµt , andγµ . An important point is
that the convergence ofµt ast → ∞ is not only convergence of infinitely divisible
distributions but also with⟨z,Aµt z⟩, z∈ Rd, andνµt increasing witht. If (3.30),
(3.32), (3.34), and (3.36) hold, then∫

|x|≤1

x|x|2

1+ |x|2
νµt (dx) →

∫
|x|≤1

x|x|2

1+ |x|2
νµ(dx),∫

|x|>1

x
1+ |x|2

νµt (dx) →
∫
|x|>1

x
1+ |x|2

νµ(dx), t → ∞,

by virtue of the increase ofνµt in t, and hence, from (3.2),γµt is convergent toγµ ,
that is, (3.31) and (3.35) hold. Conversely, (3.30), (3.31), (3.34), and (3.35) together
imply (3.32) and (3.36). The proof of the equivalence ofρ ∈ D0(Φ f ) to (3.29),
(3.30), and (3.37) is as follows, which is similar to the proof of Proposition 2.3 of
[43].

For u ∈ R defineρu(B) =
∫
Rd 1B(ux)ρ(dx), B ∈ B(Rd). Thenρu ∈ ID, Aρu =

u2Aρ , νρu(B) =
∫
Rd 1B(ux)νρ(dx) for B ∈ B(Rd \ {0}), and γρu = uγρ +

∫
Rd ux

(1{|ux|≤1}−1{|x|≤1})νρ(dx). We have

|Cρ(uz)| = |Cρu(z)| ≤
|z|2

2
trAρu +

(
|z|2

2
+2

)∫
Rd

(|x|2∧1)νρu(dx)+ |γρu| |z|.

If (3.29), (3.30), and (3.37) hold, then
∫ ∞

0 (trAρ f (s))ds < ∞,
∫ ∞

0 ds
∫
Rd(|x|2 ∧ 1)

νρ f (s)(dx) < ∞, and
∫ ∞

0 |γρ f (s) |ds < ∞ and hence
∫ ∞

0 |Cρ( f (s)z)|ds < ∞, that is,

ρ ∈ D0(Φ f ).
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Conversely, assume thatρ ∈ D0(Φ f ). Then (3.29) and (3.30) hold, sinceρ ∈
D(Φ f ). Notice that ImCρ( f (s)z) = I1(s)+ I2(s), where

I1(s) =
∫

Rd
(sin⟨z, f (s)x⟩−⟨z, f (s)x⟩1{| f (s)x|≤1})νρ(dx),

I2(s) =
∫

Rd
⟨z, f (s)x⟩(1{| f (s)x|≤1}−1{|x|≤1})νρ(dx)+ ⟨ f (s)γρ ,z⟩ = ⟨γρ f (s) ,z⟩.

Since

|I1(s)| ≤
(
|z|3

6
+1

)∫
Rd

(|x|2∧1)νρ f (s)(dx),

we have
∫ ∞

0 |I1(s)|ds< ∞ from (3.30). Hence it follows from

∞ >
∫ ∞

0
|Cρ( f (s)z)|ds≥

∫ ∞

0
|Im Cρ( f (s)z)|ds

that
∫ ∞

0 |⟨γρ f (s) ,z⟩|ds< ∞ for anyz∈Rd. Therefore
∫ ∞

0 |γρ f (s) |ds< ∞, which is equiv-
alent to (3.37). ⊓⊔

The following two propositions state the “linearity” ofΦ f , but we will not use
them except in Section 5.2. Forρ ∈ ID(Rd) andt ≥ 0, the distinguishedtth power
of ρ̂(z) in the terminology of [39] is denoted bŷρ(z)t (that is,ρ̂(z)t = exp(tCρ(z)))
and the infinitely divisible distribution with characteristic functionρ̂(z)t is denoted
by ρ t .

Proposition 3.19.Let t≥ 0. If ρ ∈D(Φ f ), thenρ t ∈D(Φ f ) andΦ f (ρ t) = (Φ f ρ)t .
If ρ ∈ D0(Φ f ) [resp.De(Φ f )], thenρ t ∈ D0(Φ f ) [resp.De(Φ f )].

Proof. Use the relationCρt (z) = tCρ(z). ⊓⊔

Proposition 3.20.If ρ,ρ ′ ∈D(Φ f ), thenρ ∗ρ ′ ∈D(Φ f ) andΦ f (ρ ∗ρ ′) = (Φ f ρ)∗
(Φ f ρ ′). If ρ,ρ ′ ∈ D0(Φ f ) [resp.De(Φ f )], thenρ ∗ρ ′ ∈ D0(Φ f ) [resp.De(Φ f )].

Proof. Use the relationCρ∗ρ ′(z) = Cρ(z)+Cρ ′(z). ⊓⊔

Remark 3.21.Sato and Yamazato [45] proves the continuity of the mappingΦ in
some sense. Results in Rajput and Rosinski [31] suggest continuity in some sense
of the restriction ofΦ f to D0(Φ f ). ⊓⊔

Remark 3.22.If | f2| ≤ | f1|, then D0(Φ f1) ⊂ D0(Φ f2). We express this fact by
saying that the classD0(Φ f ) is monotonic with respect tof . In this terminology,
De(Φ f ) is also monotonic with respect tof , butD(Φ f ) is not monotonic with re-
spect tof . The latter fact is related to some properties of martingale Lévy processes.
See Sato [43]. ⊓⊔

Remark 3.23.Up to this point in this section we have assumed thatf is a locally

square-integrable function onR+. Givenρ ∈ ID,
∫

E f (s)dX(ρ)
s can possibly be de-

fined for all bounded Borel setsE on R+ for a function f satisfying a weaker con-
dition. However, we can prove that iff is a measurable nonrandom function onR+
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such that
∫

E f (s)dX(ρ)
s is defined for all bounded Borel setsE on R+ and for all

ρ ∈ ID, then f is locally square-integrable onR+ ([41]). ⊓⊔

Remark 3.24.General treatment (with random integrands in general) of improper
stochastic integrals and stochastic integrals up to infinity from the semimartingale
point of view is made by Cherny and Shiryaev [6]. Stochastic integrals of nonran-
dom functions with respect to an infinitely divisible random measureΛ(B) for B in
a σ -ring of subsets of a general parameter space are studied by Rajput and Rosin-
ski [31]. The integrability condition suggests that our absolutely definable improper
stochastic integral of a nonrandom function with respect to a Lévy process should
be identical with the stochastic integral up to infinity of Cherny and Shiryaev [6]
and with the stochastic integral of aΛ -integrable function of Rajput and Rosinski
[31]. In our set-up, improper stochastic integrals in more general cases are studied
in [41, 44]. ⊓⊔

3.5 Transformation of Ĺevy measures

Let f (s) be a locally square-integrable nonrandom function onR+. Suggested by
the equation (3.34), we introduce the transformationΦL

f in the following way.

Definition 3.25.For ν ∈ ML = ML(Rd), let ν̃ be a measure onRd defined by
ν̃({0}) = 0 and

ν̃(B) =
∫ ∞

0
ds

∫
Rd

1B( f (s)x)ν(dx), B∈ B(Rd \{0}). (3.39)

Define
D(ΦL

f ) = {ν ∈ ML : ν̃ ∈ ML}

andΦL
f ν = ν̃ for ν ∈ D(ΦL

f ). The range is defined by

R(ΦL
f ) = {ΦL

f ν : ν ∈ D(ΦL
f )}.

Remark 3.26.Suppose that
∫ ∞

0 | f (s)|ds> 0. For a measureν onRd with ν({0}) =
0, define a measurẽν on Rd by ν̃({0}) = 0 and by (3.39). If̃ν ∈ ML, thenν ∈
ML. Indeed, choose 0< a≤ 1 andE ∈ B(R◦

+) with Lebesgue measureb such that
| f (s)| ≥ a for s∈ E, and observe that∫

Rd
(|x|2∧1)ν̃(dx) =

∫ ∞

0
ds

∫
Rd

(| f (s)x|2∧1)ν(dx) ≥
∫

E
ds

∫
Rd

((a2|x|2)∧1)ν(dx)

≥ ba2
∫

Rd
(|x|2∧1)ν(dx),

whereE can be chosen withb finite and positive. ⊓⊔

The essential rangeRe(Φ f ) is connected withR(ΦL
f ).
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Proposition 3.27.Suppose that0 <
∫ ∞

0 f (s)2ds< ∞. ThenRe(Φ f ) is the class of
µ ∈ ID with Lévy measureνµ being inR(ΦL

f ).

Proof. If µ ∈ Re(Φ f ), then we haveνµ ∈ R(ΦL
f ) immediately from Proposition

3.18 (iv) and Definition 3.25.
Conversely, letµ ∈ ID such thatνµ = ΦL

f ν for someν ∈ D(ΦL
f ). Let A =

(
∫ ∞

0 f (s)2ds)−1Aµ and letρ ∈ ID be such that(Aρ ,νρ ,γρ) = (A,ν ,0). Let

qt =
∫ t

0
f (s)ds

∫
Rd

x(1{| f (s)x|≤1}−1{|x|≤1})νρ(dx)− γµ .

ThenL (
∫ t

0 f (s)dX(ρ)
s −qt) has triplet(Ãt , ν̃t , γ̃t), whereÃt andν̃t are given by the

right-hand side of (3.20) and (3.21), andγ̃t = γµ . Using Lemma 5.4 of [41] and the

argument in the proof of Proposition 3.18, we see that
∫ t

0 f (s)dX(µ)
s −qt converges

in probability ast → ∞. The limit distribution equalsµ. Henceµ ∈ Re(Φ f ). ⊓⊔

4 First two-parameter extensionKp,α of the classL of
selfdecomposable distributions

4.1 Φ f and ΦL
f for f = ϕα

We give some consequences of the conditions

there area1,a2 > 0 such thate−a2s ≤ ϕ0(s) ≤ e−a1s for all larges, (4.1)

and

ϕα(s) ≍ s−1/α with α ∈ (0,∞) ass→ ∞. (4.2)

In general, for two functionsf and g we write f (s) ≍ g(s), s→ ∞, if there are
positive constantsa1 anda2 such that 0< a1g(s) 6 f (s) 6 a2g(s) for all larges.
The following description of the domains is known.

Theorem 4.1.Let 0≤ α < ∞. Suppose thatϕα is locally square-integrable onR+
and satisfies(4.1)–(4.2).

(i) If α = 0, then

D(ΦL
ϕ0

) = {ν ∈ ML :
∫
|x|>1 log|x|ν(dx) < ∞}.

(ii) If 0 < α < 2, then

D(ΦL
ϕα ) = {ν ∈ ML :

∫
|x|>1|x|

α ν(dx) < ∞}.

(iii) If α ≥ 2, thenD(ΦL
ϕα ) = {δ0}.
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Proof is given in the same way as that of Lemma 2.7 of [42] and Proposition 4.3
of [43]. A similar proof will be given to Theorem 6.2.

Theorem 4.2.Let 0≤ α < ∞. Suppose thatϕα is locally square-integrable onR+
and satisfies(4.1)–(4.2).

(i) If α = 0, then

D0(Φϕ0) = D(Φϕ0) = De(Φϕ0) = {ρ ∈ ID :
∫
|x|>1 log|x|νρ(dx) < ∞}. (4.3)

(ii) If 0 < α < 1, then

D0(Φϕα ) = D(Φϕα ) = De(Φϕα ) = {ρ ∈ ID :
∫
|x|>1|x|

α νρ(dx) < ∞}. (4.4)

(iii) If α = 1, then

De(Φϕ1) = {ρ ∈ ID :
∫
|x|>1|x|νρ(dx) < ∞} (4.5)

D(Φϕ1) = {ρ ∈ ID :
∫
|x|>1|x|νρ(dx) < ∞,

∫
Rdxρ(dx) = 0,

lim
t→∞

∫ t

0
ds

∫
|ϕ1(s)x|>1

ϕ1(s)xνρ(dx) exists inRd}

= {ρ ∈ ID :
∫
|x|>1|x|νρ(dx) < ∞,

∫
Rdxρ(dx) = 0,

lim
t→∞

∫ t

0
ds

∫
Rd

ϕ1(s)x|ϕ1(s)x|2

1+ |ϕ1(s)x|2
νρ(dx) exists inRd},

(4.6)

D0(Φϕ1) = {ρ ∈ ID :
∫
|x|>1|x|νρ(dx) < ∞,

∫
Rdxρ(dx) = 0,∫ ∞

0
ds

∣∣∣∣∫|ϕ1(s)x|>1
ϕ1(s)xνρ(dx)

∣∣∣∣ < ∞}

= {ρ ∈ ID :
∫
|x|>1|x|νρ(dx) < ∞,

∫
Rdxρ(dx) = 0,∫ ∞

0
ds

∣∣∣∣∫Rd

ϕ1(s)x|ϕ1(s)x|2

1+ |ϕ1(s)x|2
νρ(dx)

∣∣∣∣ < ∞}.

(4.7)

(iv) If 1 < α < 2, then

D0(Φϕα ) = D(Φϕα ) $ De(Φϕα ), (4.8)

De(Φϕα ) = {ρ ∈ ID :
∫
|x|>1|x|

α νρ(dx) < ∞}, (4.9)

D0(Φϕα ) = D(Φϕα ) = {µ ∈ De(Φϕα ) :
∫
Rd xρ(dx) = 0}. (4.10)

(v) If α ≥ 2, then

D0(Φϕα ) = D(Φϕα ) = {δ0} $ De(Φϕα ) = {δγ : γ ∈ Rd}. (4.11)

Recall the following. Ifρ ∈ ID, then
∫
|x|>1 log|x|νρ(dx) < ∞ and

∫
|x|>1 log|x|

ρ(dx) < ∞ are equivalent. Ifρ ∈ ID and α > 0, then
∫
|x|>1 |x|α νρ(dx) < ∞ and∫

Rd |x|α ρ(dx) < ∞ are equivalent. See Theorem 25.3 of [39].
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Lemma 4.3.Let ρ ∈ ID and
∫
Rd |x|ρ(dx) < ∞. Then∫

Rd
xρ(dx) = 0 ⇔ γρ = −

∫
|x|>1

xνρ(dx)

⇔ γ ♯
ρ = −

∫
Rd

x|x|2

1+ |x|2
νρ(dx).

(4.12)

Proof. Straightforward from (3.2) and (3.17). ⊓⊔

Proof of Theorem 4.2. Except assertion (iii), these are shown in Theorem 2.4 of [42].
A similar proof will be given to Theorem 6.3. Let us prove (iii). For the description
of De(Φϕ1), combine Proposition 3.18 (iv) with Theorem 4.1. In order to prove (4.6)
for D(Φϕ1), first note thatρ ∈ D(Φϕ1) if and only if ρ ∈ De(Φϕ1) and (3.31) holds
(Proposition 3.18 (i)). Recall thatϕ1(s) ≍ s−1 ass→ ∞. Assume thatρ ∈ D(Φϕ1).
Then

∫
|x|>1 |x|νρ(dx) < ∞. We have 1{|ϕ1(s)x|≤1}−1{|x|≤1} → 1{|x|>1} ass→ ∞. It

follows from the dominated convergence theorem that∫
Rd

x(1{|ϕ1(s)x|≤1}−1{|x|≤1})νρ(dx) →
∫
|x|>1

xνρ(dx), s→ ∞,

since|x(1{|ϕ1(s)x|≤1}−1{|x|≤1})| is bounded by|x| for all x and equals 0 for|x| ≤ 1
and |ϕ1(s)| ≤ 1. Sinceγµt of (3.22) is convergent, it follows thatγρ satisfies the
condition in (4.12). Hence

∫
Rd xρ(dx) = 0. Replacingγρ in (3.22) by that of (4.12),

we obtain

γµt = −
∫ t

0
ds

∫
|ϕ1(s)x|>1

ϕ1(s)xνρ(dx).

Henceµ belongs to the right-hand side of the first equality of (4.6). The converse
direction is similar. This proves the first equality of (4.6). The proof of the second
equality of (4.6) is done in the same idea. In order to show (4.7) forD0(Φϕ1),
notice thatρ ∈ D0(Φϕ1) if and only if ρ ∈ De(Φϕ1) and (3.37) holds (Proposition
3.18 (iii)) and use Lemma 4.3. ⊓⊔

Finer results are given in the caseα = 1.

Theorem 4.4.Suppose thatϕ1 is locally square-integrable onR+ and satisfies
ϕ1(s) ≍ s−1 as s→ ∞. Suppose, in addition, that∫ ∞

1
|ϕ1(s)−cs−1|ds< ∞ (4.13)

with some c> 0. Then

D0(Φϕ1) $ D(Φϕ1) $ De(Φϕ1), (4.14)

D(Φϕ1) = {ρ ∈ ID :
∫
|x|>1|x|νρ(dx) < ∞,

∫
Rdxρ(dx) = 0,

lim
t→∞

∫ t

1
s−1ds

∫
|x|>s

xνρ(dx) exists inRd},
(4.15)
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D0(Φϕ1) = {ρ ∈ ID :
∫
|x|>1|x|νρ(dx) < ∞,

∫
Rdxρ(dx) = 0,∫ ∞

1
s−1ds

∣∣∣∣∫|x|>s
xνρ(dx)

∣∣∣∣ < ∞}.
(4.16)

This is Theorem 2.8 of [42].
For α < 1 description of the ranges is simple.

Proposition 4.5.Let0≤α < 1. Suppose thatϕα is locally square-integrable onR+
and satisfies(4.1)–(4.2). Suppose further thatϕα ≥ 0. Then

R0(Φϕα ) = R(Φϕα ) = Re(Φϕα ) = {µ ∈ ID : νµ ∈ R(ΦL
ϕα )}. (4.17)

Proof. It is known in (3.28) thatR0(Φϕα )⊂R(Φϕα )⊂Re(Φϕα ). Suppose thatµ ∈
Re(Φϕα ). Thenµ is the law of p-lim

t→∞
(
∫ t

0ϕα(s)dX(ρ)
s −qt)) for someρ ∈ De(Φϕα )

and someqt . Sinceα < 1, it follows from Theorem 4.2 thatρ ∈ D0(Φϕα ). Hence∫ t
0 ϕα(s)dX(ρ)

s is convergent in probability ast → ∞. Thusqt tends to someq∈ Rd.
It follows that µ = µ̃ ∗ δ−q for someµ̃ ∈ R0(Φϕα ). Since 0<

∫ ∞
0 ϕα(s)ds< ∞,

we see thatµ itself belongs toR0(Φϕα ). The assertionRe(Φϕα ) = {µ ∈ ID : νµ ∈
R(ΦL

ϕα )} comes from Proposition 3.27. ⊓⊔

4.2 Φ̄p,α and Φ̄L
p,α

Let −∞ < α < ∞ and 0< p < ∞. In Section 1.6 we have introduced the two-
parameter family of mappings̄Φp,α . Namely, starting from the functions= ḡp,α(t)
of (1.13), we define its inverse functiont = f̄p,α(s) for 0 ≤ s < āp,α = ḡp,α(0+),
whereḡp,α(0+) = Γ−α/Γp−α for α < 0 and∞ for α ≥ 0; if α < 0, then f̄p,α(s) is
defined to be zero fors≥ āp,α ; then we define

Φ̄p,α ρ = L

(∫ ∞−

0
f̄p,α(s)dX(ρ)

s

)
(4.18)

with D(Φ̄p,α) being the class ofρ ∈ ID such that the improper stochastic integral
in (4.18) is definable.

Note the following special cases. Ifp = 1 andα = 0, then

ḡ1,0(t) = − logt, 0 < t ≤ 1, f̄1,0(s) = e−s, s≥ 0. (4.19)

ThusΦ̄1,0 = Φ , whereΦ is given by (1.11). Ifp = 1 andα ̸= 0, then

ḡ1,α(t) =

{
α−1(t−α −1), 0 < t ≤ 1 for α > 0,

(−α)−1(1− t−α), 0≤ t ≤ 1 for α < 0,
(4.20)
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f̄1,α(s) =

{
(1+αs)−1/α , s≥ 0 for α > 0,

(1− (−α)s)1/(−α), 0≤ s≤ (−α)−1 for α < 0.
(4.21)

If p > 0 andα = −1, then

ḡp,−1(t) = cp+1(1− t)p, 0≤ t ≤ 1, (4.22)

f̄p,−1(s) = 1− (Γp+1s)1/p, 0≤ s≤ cp+1. (4.23)

Asymptotic behaviors of̄fp,α(s) for α ≥ 0 are as follows. This is given in Propo-
sition 1.1 of [42] without proof.

Proposition 4.6.As s→ ∞,

f̄p,0(s) ∼ exp(c−Γps) for p > 0, (4.24)

f̄p,α(s) ∼ (αΓps)−1/α for α > 0 and p> 0, (4.25)

f̄p,1(s) = (Γps)−1− (1− p)(Γps)−2 logs+O(s−2) for p > 0, (4.26)

where

c = (p−1)
∫ 1

0
(1−u)p−2 logudu. (4.27)

Proof. (4.24): Ast ↓ 0,

ḡp,0(t) = cp

∫ 1

t
u−1du+cp

∫ 1

t
((1−u)p−1−1)u−1du

= −cp logt +cp

∫ 1

0
((1−u)p−1−1)u−1du+o(1)

and ∫ 1

0
((1−u)p−1−1)u−1du= (1− p)

∫ 1

0
u−1du

∫ u

0
(1−v)p−2dv

= (1− p)
∫ 1

0
(1−v)p−2 log

1
v

dv= c.

It follows that
s= cp(− log f̄p,0(s)+c)+o(1), s→ ∞,

that is, (4.24) holds.
(4.25): Letα > 0 andp > 0. As t ↓ 0,

ḡp,α(t) = cp

∫ 1

t
u−α−1du+cp

∫ 1

t
((1−u)p−1−1)u−α−1du

= α−1cp t−α +O(t−α+1).

Hence
s= f̄p,α(s)−α(α−1cp +o(1)), s→ ∞.
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(4.26): Letp > 0. We have

ḡp,1(t) = cpt
−1− (1− p)cp logt +O(1), t ↓ 0,

since

ḡp,1(t) = cp

(
t−1 +

∫ 1

t
((1−u)p−1−1)u−2du−1

)
= cp

(
t−1 +(1− p)

∫ 1

t
udu+

∫ 1

t
((1−u)p−1−1− (1− p)u)u−2du−1

)
.

Hence
s= cp f̄p,1(s)−1− (1− p)cp log f̄p,1(s)+O(1), s→ ∞,

that is,

f̄p,1(s) = cps−1− (1− p)cps−1 f̄p,1(s) log f̄p,1(s)+O(s−1 f̄p,1(s)). (4.28)

On the other hand we have

ḡp,1(t) = cpt
−1 +o(t−1), t ↓ 0,

s= cp f̄p,1(s)−1 +o( f̄p,1(s)−1), s→ ∞.

f̄p,1(s) = cps−1(1+o(1)),

successively. The last formula and (4.28) yield (4.26) witho(s−2 logs) in place of
O(s−2). Then this and (4.28) give (4.26). ⊓⊔

If α < 0, thenD0(Φ̄p,α) = D(Φ̄p,α) = De(Φ̄p,α) = ID(Rd). If α ≥ 0, then
D0(Φ̄p,α), D(Φ̄p,α), andDe(Φ̄p,α) are described by Theorems 4.2 and 4.4 by virtue
of Proposition 4.6. As a consequence, they do not depend onp. We notice thatΦ̄p,α
is trivial if α ≥ 2.

For −∞ < α < ∞ and p > 0 we defineΦ̄L
p,α = ΦL

f with f = f̄p,α as in Defini-
tion 3.25. Again by Proposition 4.6, Theorem 4.1 is applied to the description of
D(Φ̄L

p,α), which does not depend onp. If α ≥ 2, thenΦ̄L
p,α is trivial. If α < 0, then

D(Φ̄L
p,α) = ML.

If ν ∈ D(Φ̄L
p,α), then

Φ̄L
p,α ν(B) =

∫ ∞

0
ds

∫
Rd

1B( f̄p,α(s)x)ν(dx)

= −
∫ 1

0
dḡp,α(t)

∫
Rd

1B(tx)ν(dx)

= cp

∫ 1

0
(1− t)p−1t−α−1dt

∫
Rd

1B(tx)ν(dx)

(4.29)

for B ∈ B(Rd \ {0}). This shows thatΦ̄L
p,α is an example ofϒ -transformations

studied by Barndorff-Nielsen, Rosiński, and Thorbjørnsen [2].
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The familyΦ̄L
p,α satisfies the following identity.

Theorem 4.7.Let−∞ < α < 2, p> 0, and q> 0. Then

Φ̄L
p+q,α = Φ̄L

q,α−pΦ̄L
p,α = Φ̄L

p,α Φ̄L
q,α−p. (4.30)

Proof. Let ν ∈ML(Rd). Letν( j), j = 1,2,3,4, be measures onRd with ν( j)({0}) =
0 satisfying

ν(1)(B) =
∫ ∞

0
ds

∫
Rd

1B( f̄p,α(s)x)ν(dx),

ν(2)(B) =
∫ ∞

0
ds

∫
Rd

1B( f̄q,α−p(s)x)ν(1)(dx),

ν(3)(B) =
∫ ∞

0
ds

∫
Rd

1B( f̄q,α−p(s)x)ν(dx),

ν(4)(B) =
∫ ∞

0
ds

∫
Rd

1B( f̄p,α(s)x)ν(3)(dx)

for B∈ B(Rd \{0}). Then

ν(2)(B) = cq

∫ 1

0
(1− t)q−1t−α+p−1dt

∫
Rd

1B(tx)ν(1)(dx)

= cqcp

∫ 1

0
(1− t)q−1t−α+p−1dt

∫ 1

0
(1−u)p−1u−α−1du

∫
Rd

1B(tux)ν(dx)

= cqcp

∫
Rd

ν(dx)
∫ 1

0
(1− t)q−1t−α+p−1dt

∫ 1

0
1B(tux)(1−u)p−1u−α−1du

= cqcp

∫
Rd

ν(dx)
∫ 1

0
(1− t)q−1dt

∫ t

0
1B(wx)(t −w)p−1w−α−1dw

= cqcp

∫
Rd

ν(dx)
∫ 1

0
1B(wx)w−α−1dw

∫ 1

w
(1− t)q−1(t −w)p−1dt

= cqcp

∫
Rd

ν(dx)
∫ 1

0
1B(wx)(1−w)p+q−1w−α−1dw

∫ 1

0
(1−y)q−1yp−1dy

(by change of variablesy = (t −w)/(1−w))

= cp+q

∫ 1

0
(1−w)p+q−1w−α−1dw

∫
Rd

1B(wx)ν(dx).

Hence it follows from Definition 3.25 that

ν(2) ∈ ML(Rd) ⇔ ν ∈ D(Φ̄L
p+q,α).

On the other hand,

ν(2) ∈ ML(Rd) ⇔ ν(1) ∈ D(Φ̄L
q,α−p)

and
ν ∈ D(Φ̄L

p+q,α) ⇔ ν ∈ D(Φ̄L
p,α)
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by Proposition 4.6. Hence

ν ∈ D(Φ̄L
p+q,α) ⇔ ν ∈ D(Φ̄L

p,α), Φ̄L
p,α ν ∈ D(Φ̄L

q,α−p)

andΦ̄L
p+q,α = Φ̄L

q,α−pΦ̄L
p,α . Similarly, in order to seēΦL

p+q,α = Φ̄L
p,α Φ̄L

q,α−p, observe
that

ν(4)(B) = cp

∫ 1

0
(1−u)p−1u−α−1du

∫
Rd

1B(ux)ν(3)(dx)

= cpcq

∫ 1

0
(1−u)p−1u−α−1du

∫ 1

0
(1− t)q−1t−α+p−1dt

∫
Rd

1B(utx)ν(dx),

which equalsν(2)(B) in the preceding calculus. ⊓⊔

Corollary 4.8. We have

R(Φ̄L
p,α) ⊃ R(Φ̄L

p′,α) for 0 < p < p′ < ∞ and−∞ < α < 2, (4.31)

R(Φ̄L
α−β ,α) ⊃ R(Φ̄L

α ′−β ,α ′) for −∞ < β < α < α ′ < 2. (4.32)

Proof. The decrease (4.31) follows from̄ΦL
p′,α = Φ̄L

p,α Φ̄L
p′−p,α−p in (4.30). If−∞ <

β < α < α ′ < 2, thenΦ̄L
α ′−β ,α ′ = Φ̄L

α−β ,α Φ̄L
α ′−α ,α ′ . Hence the decrease (4.32) fol-

lows. ⊓⊔

4.3 Range ofΦ̄L
p,α

Let us give the description ofR(Φ̄L
p,α) and the one-to-one property of̄ΦL

p,α .

Theorem 4.9.Let−∞ < α < 2 and0 < p < ∞.
(i) Letν ∈D(Φ̄L

p,α) with a radial decomposition(λ (dξ ),νξ ) and letν̃ = Φ̄L
p,α ν .

Thenν̃ has a radial decomposition(λ (dξ ),u−α−1kξ (u)du), where

kξ (u) = cp

∫
(u,∞)

(r −u)p−1rα−p+1νξ (dr). (4.33)

(ii) Φ̄L
p,α is one-to-one.

Proof. (i) Beginning with (4.29) we have, forB∈ B(Rd \{0}),

ν̃(B) = cp

∫
S

λ (dξ )
∫

(0,∞)
νξ (dr)

∫ 1

0
(1− t)p−1t−α−11B(trξ )dt

= cp

∫
S

λ (dξ )
∫

(0,∞)
rα−p+1νξ (dr)

∫ r

0
(r −u)p−1u−α−11B(uξ )du

=
∫

S
λ (dξ )

∫
(0,∞)

1B(uξ )u−α−1kξ (u)du,
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wherekξ (u) is given by (4.33). Sinceνξ (R◦
+) > 0 for eachξ by the definition of a

radial decomposition,kξ (u) is not identically zero for eachξ .
(ii) Let ν̃ ∈ R(Φ̄L

p,α). Let ν̃ = Φ̄L
p,α ν = Φ̄L

p,α ν ′ for someν ,ν ′ ∈ D(Φ̄L
p,α). Let

(λ (dξ ),νξ ) and (λ ′(dξ ),ν ′
ξ ) be radial decompositions ofν andν ′, respectively.

Then ν̃ has radial decompositions(λ (dξ ),u−α−1kξ (u)du) and (λ ′(dξ ),u−α−1

k′ξ (u)du), wherekξ (u) is given by (4.33) andk′ξ (u) is given by (4.33) withν ′
ξ in

place ofνξ . Hence, by Proposition 3.1, there is a measurable functionc(ξ ) satisfy-
ing (3.4), (3.5), andu−α−1k′ξ (u)du= c(ξ )u−α−1kξ (u)du for λ -a. e.ξ . Hence

k′ξ (u)du= c(ξ )kξ (u)du, λ -a. e.ξ .

Sinceν̃ ∈ ML(Rd), kξ (u)du andk′ξ (u)du are, forλ -a. e.ξ , locally finite measures

onR◦
+. Therefore, Theorem 2.10 on the one-to-one property ofI p

+ guarantees that

rα−p+1ν ′
ξ (dr) = c(ξ )rα−p+1νξ (dr), λ -a. e.ξ .

Henceν ′
ξ = c(ξ )νξ (dr), λ -a. e.ξ , and we obtainν ′ = ν. ⊓⊔

The range ofΦ̄L
p,α is characterized, using the notion of monotonicity of orderp.

Theorem 4.10.Let −∞ < α < 2 and 0 < p < ∞. A measureη on Rd belongs
to R(Φ̄L

p,α) if and only if η is in ML and has a radial decomposition(λ (dξ ),
u−α−1kξ (u)du) such that

kξ (u) is measurable in(ξ ,u) and, forλ -a. e.ξ ,

monotone of order p onR◦
+ in u.

(4.34)

Proof. Let η ∈ R(Φ̄L
p,α). Thenη ∈ ML andη = Φ̄L

p,α ν for someν ∈ D(Φ̄L
p,α).

Thus by Theorem 4.9η has a radial decomposition(λ (dξ ),u−α−1kξ (u)du) with
kξ (u) of (4.33). Since{νξ} is a measurable family,kξ (u) is measurable in(ξ ,u).
Sincekξ (u)du and rα−p+1νξ (dr) are locally finite measures onR◦

+ for λ -a. e.ξ ,
(4.33) shows thatrα−p+1νξ (dr) ∈ D(I p

+) for λ -a. e.ξ and thatkξ (u) is monotone
of orderp onR◦

+ for λ -a. e.ξ .
Conversely, suppose thatη ∈ ML with a radial decomposition(λ (dξ ),

u−α−1kξ (u)du) satisfying (4.34). Modifyingkξ (u) for ξ in a λ -null set, we can
assume that, for allξ , kξ (u) is monotone of orderp on R◦

+. From the definition of
monotonicity of orderp, there is a measureσξ ∈ Mp−1

∞ (R◦
+) such that

kξ (u) = cp

∫
(u,∞)

(r −u)p−1σξ (dr).

It follows from Proposition 2.16 that{σξ : ξ ∈ S} is a measurable family. Let
νξ (dr) = r−α+p−1σξ (dr). Defineν by ν(B) =

∫
Sλ (dξ )

∫
(0,∞) 1B(rξ )νξ (dr). Then

the equalities in the proof of Theorem 4.9 (i) show that
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η(B) =
∫ ∞

0
ds

∫
Rd

1B( f̄p,α(s)x)ν(dx)

for B∈B(Rd \{0}). Sinceη ∈ML, it follows from Remark 3.26 thatν ∈D(Φ̄L
p,α)

andη = Φ̄L
p,α ν . ⊓⊔

4.4 ClassesKp,α , K0
p,α , andKe

p,α

For−∞ < α < 2 andp > 0 we define

Kp,α = Kp,α(Rd) = R(Φ̄p,α), (4.35)

K0
p,α = K0

p,α(Rd) = R0(Φ̄p,α), (4.36)

Ke
p,α = Ke

p,α(Rd) = Re(Φ̄p,α). (4.37)

Proposition 4.11.We have

K0
p,α = Kp,α = Ke

p,α for −∞ < α < 1, (4.38)

K0
p,1 ⊂ Kp,1 ⊂ Ke

p,1, (4.39)

K0
p,α = Kp,α ⊂ Ke

p,α for 1 < α < 2. (4.40)

Proof. Use Proposition 4.6. Ifα < 0, then (4.38) comes from ¯ap,α < ∞. If 0 ≤α < 1,
than (4.38) comes from Proposition 4.5. We have (4.39) from (3.28). If 1< α < 2,
then we have (4.40) from (3.28) and Theorem 4.2. ⊓⊔

In Section 5 of [42] it is conjectured that, in the notation of the present article,

Φ̄p+q,α = Φ̄q,α−pΦ̄p,α = Φ̄p,α Φ̄q,α−p (4.41)

for α ∈ R, p > 0, andq > 0. Forρ ∈ D0(Φ̄p+q,α) these equalities are proved.

Theorem 4.12.Let −∞ < α < 2, p > 0, and q> 0. Let ρ ∈ D0(Φ̄p+q,α) =
D0(Φ̄p,α). Then

ρ ∈ D0(Φ̄q,α−p), Φ̄q,α−pρ ∈ D0(Φ̄p,α), Φ̄p,α ρ ∈ D0(Φ̄q,α−p), (4.42)

and

Φ̄p+q,α ρ = Φ̄q,α−pΦ̄p,α ρ = Φ̄p,α Φ̄q,α−p ρ. (4.43)

Proof. A distributionρ ∈ ID is in D0(Φ̄p+q,α) if and only if

cp+q

∫ 1

0
|Cρ(tz)|(1− t)p+q−1t−α−1dt < ∞. (4.44)
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Thus, (4.42) holds if and only if

cq

∫ 1

0
|Cρ(tz)|(1− t)q−1t−α+p−1dt < ∞, (4.45)

cp

∫ 1

0
|CΦ̄q,α−pρ(tz)|(1− t)p−1t−α−1dt < ∞, (4.46)

cq

∫ 1

0
|CΦ̄p,α ρ(tz)|(1− t)q−1t−α+p−1dt < ∞. (4.47)

We assumeρ ∈ D0(Φ̄p+q,α) = D0(Φ̄p,α), that is, (4.44). Then (4.45) holds, since∫ 1
1/2 |Cρ(tz)|(1 − t)q−1dt < ∞ as |Cρ(tz)| is bounded and since

∫ 1/2
0 |Cρ(tz)|

t−α+p−1dt < ∞ from (4.44). To see (4.46), notice that the quantity in (4.46) is

= cpcq

∫ 1

0
(1−u)p−1u−α−1du

∣∣∣∣∫ 1

0
Cρ(tuz)(1− t)q−1t−α+p−1dt

∣∣∣∣
≤ cpcq

∫ 1

0
(1−u)p−1u−α−1du

∫ 1

0
|Cρ(tuz)|(1− t)q−1t−α+p−1dt

= cp+q

∫ 1

0
|Cρ(vz)|(1−v)p+q−1v−α−1dv,

where the last equality is obtained in the proof of Theorem 4.7. (4.47) is similarly
true, since the quantity in (4.47) is

≤ cqcp

∫ 1

0
(1− t)q−1t−α+p−1dt

∫ 1

0
|Cρ(utz)|(1−u)p−1u−α−1du.

Hence (4.42) is true. Now, the estimate above guarantees the use of Fubini’s theorem
in showing that

cpcq

∫ 1

0
(1−u)p−1u−α−1du

∫ 1

0
Cρ(tuz)(1− t)q−1t−α+p−1dt

= cp+q

∫ 1

0
Cρ(vz)(1−v)p+q−1v−α−1dv.

Thus we obtain (4.43). ⊓⊔

Remark 4.13.By the method of the proof of Theorem 7.3 (ii) in Section 7.1,we
can prove that (4.41) holds if−∞ < α < 1, p > 0, andq > 0, or if 1 < α < 2,
0 < p < α −1, andq > 0. ⊓⊔

Now we present some decrease properties forKp,α , K0
p,α , andKe

p,α .

Corollary 4.14. (i) For 0 < p < p′ < ∞ and−∞ < α < 2,

K0
p,α ⊃ K0

p′,α and Ke
p,α ⊃ Ke

p′,α . (4.48)

(ii) For −∞ < β < α < α ′ < 2,
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Kα−β ,α ⊃ Kα ′−β ,α ′ , K0
α−β ,α ⊃ K0

α ′−β ,α ′ , and Ke
α−β ,α ⊃ Ke

α ′−β ,α ′ . (4.49)

Proof. ConcerningK0
p,α , use Theorem 4.12 and proceed as in the proof of Corollary

4.8. ConcerningKe
p,α , use Proposition 3.27 and Corollary 4.8. ConcerningKα−β ,α ⊃

Kα ′−β ,α ′ in (ii), it is a consequence ofK0
α−β ,α ⊃ K0

α ′−β ,α ′ if α ̸= 1 andα ′ ̸= 1, since

we have Proposition 4.11. Ifα = 1, thenα ′ > 1 andK1−β ,1 ⊃ K0
1−β ,1 ⊃ K0

α ′−β ,α ′ =
Kα ′−β ,α ′ . If α ′ = 1, thenα < 1 andKα−β ,α = Ke

α−β ,α ⊃ Ke
1−β ,1 ⊃ K1−β ,1. ⊓⊔

The decrease property in (i) is true also forKp,α , but we have to use the later
Theorem 4.18.

Characterization ofKe
p,α is as follows.

Theorem 4.15.Let−∞ < α < 2 and p> 0. Thenµ ∈Ke
p,α if and only if µ ∈ ID and

its Lévy measureνµ has a radial decomposition(λ (dξ ),u−α−1kξ (u)du) satisfying

kξ (u) is measurable in(ξ ,u) and, forλ -a. e.ξ ,

monotone of order p onR◦
+ in u.

(4.50)

Proof. This follows from Proposition 3.27 and Theorem 4.10 immediately. ⊓⊔

Proposition 4.16.Let0 < α < 2, p> 0, andµ ∈ Ke
p,α . Then∫

|x|>1
|x|β µ(dx) < ∞ for all β ∈ (0,α). (4.51)

Proof. The Lévy measureνµ is in R(Φ̄L
p,α). Soνµ = Φ̄L

p,α ν for someν ∈D(Φ̄L
p,α)

and ∫
|x|>1

|x|β νµ(dx) = cp

∫ 1

0
(1− t)p−1t−α−1dt

∫
|tx|>1

|tx|β ν(dx)

= cp

∫
|x|>1

|x|β ν(dx)
∫ 1

1/|x|
(1− t)p−1t−1+β−αdt

≤ const
∫
|x|>1

|x|α ν(dx) < ∞

from Theorem 4.1. Hence we have (4.51). ⊓⊔

Remark 4.17.Let 0< α < 2 andp > 0.
(i) There isµ ∈ K0

p,α such that
∫
Rd |x|α µ(dx) = ∞.

(ii) There isµ ∈ K0
p,α which is not Gaussian and satisfies

∫
Rd |x|α

′µ(dx) < ∞ for
all α ′ > 0.

These facts follow from Proposition 5.13 combined with Theorem 5.11 of the
later section. ⊓⊔

Characterization ofKp,α is as follows.
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Theorem 4.18.Let−∞ < α < 2 and p> 0. Let µ ∈ ID.
(i) Assume thatα < 1. Thenµ ∈Kp,α if and only if νµ has a radial decomposition

(λ (dξ ),u−α−1kξ (u)du) satisfying(4.50).
(ii) Assume thatα = 1. Thenµ ∈ Kp,1 if and only if µ has the following two

properties:νµ has a radial decomposition(λ (dξ ),u−2kξ (u)du) satisfying(4.50)
with α = 1 andµ has weak mean0.

(iii) Assume that1< α < 2. Thenµ ∈ Kp,α if and only ifµ has the following two
properties:νµ has a radial decomposition(λ (dξ ),u−α−1kξ (u)du) satisfying(4.50)
andµ has mean0.

Proof. (i) (α < 1) Recall (4.38). Then the assertion follows from Proposition 3.27
combined with Theorem 4.10.

(ii) (α = 1) Let f = f̄p,1. The “only if” part . Assume thatµ ∈ Kp,1. There is
ρ ∈ D(Φ̄p,1) such thatµ = Φ̄p,1ρ. We haveµ ∈ Ke

p,1 from (4.39). Henceνµ has a

radial decomposition(λ (dξ ),u−2kξ (u)du) with kξ (u) satisfying (4.50) withα = 1
by Theorem 4.15. We have

∫
|x|>1 |x|νρ(dx) < ∞ and

∫
Rd xρ(dx) = 0 from Theorem

4.2 (iii). Henceγρ = −
∫
|x|>1xνρ(dx) from Lemma 4.3. This, combined with (3.22)

and (3.35), gives

−γµ = lim
t→∞

∫ t

0
ds

∫
| f (s)x|>1

f (s)xνρ(dx). (4.52)

Hence

−γµ = lim
ε↓0

Jε , whereJε = cp

∫ 1

ε
(1− t)p−1t−1dt

∫
|x|>1/t

xνρ(dx). (4.53)

The statement thatµ has weak mean 0 is equivalent to the statement that

lim
ε↓0

Iε exists and equals−γµ , whereIε =
∫

1<|x|≤1/ε
xνµ(dx) (4.54)

(see Proposition 3.9). Using a radial decomposition(λρ(dξ ),νρ
ξ ) of νρ , we obtain

from (3.34) that

Iε = cp

∫ 1

0
(1− t)p−1t−2dt

∫
1<|tx|≤1/ε

txνρ(dx)

= cp

∫
S

ξ λρ(dξ )
∫ 1

0
(1− t)p−1t−1dt

∫
(1/t,1/(εt)]

rνρ
ξ (dr)

= cp

∫
S

ξ λρ(dξ )
∫

(1,∞)
rνρ

ξ (dr)
∫ 1∧1/(εr)

1/r
(1− t)p−1t−1dt.

On the other hand,

Jε = cp

∫
S

ξ λρ(dξ )
∫ 1

ε
(1− t)p−1t−1dt

∫
(1/t,∞)

rνρ
ξ (dr)
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= cp

∫
S

ξ λρ(dξ )
∫

(1,∞)
rνρ

ξ (dr)
∫ 1

ε∨(1/r)
(1− t)p−1t−1dt.

Now, in order to prove (4.54), it suffices to show

Iε −Jε → 0 asε ↓ 0. (4.55)

We have

Iε −Jε = cp

∫
S

ξ λρ(dξ )
∫

(1,∞)
rνρ

ξ (dr)
(∫ 1∧1/(εr)

1/r
−

∫ 1

ε∨(1/r)

)
(1− t)p−1t−1dt

= cp

∫
S

ξ λρ(dξ )
∫

(1,∞)
rνρ

ξ (dr)
(∫ 1∧1/(εr)

1/r
−

∫ 1

ε∨(1/r)

)
((1− t)p−1−1)t−1dt,

since(∫ 1∧1/(εr)

1/r
−

∫ 1

ε∨(1/r)

)
t−1dt = log(1∧1/(εr))− log(1/r)+ log(ε ∨ (1/r))

= log(1/ε)+ log(ε ∧ (1/r))− log(1/r)+ log(ε ∨ (1/r)) = 0.

For any fixedr > 1(∫ 1∧1/(εr)

1/r
−

∫ 1

ε∨(1/r)

)
((1− t)p−1−1)t−1dt → 0

asε ↓ 0. Since
∫ 1

0 |(1− t)p−1−1|t−1dt < ∞ and
∫

S|ξ |λρ(dξ )
∫ ∞

1 rνρ
ξ (dr) =

∫
|x|>1 |x|

νρ(dx) < ∞, we can use the dominated convergence theorem to conclude (4.55).
The “if” part . We haveνµ ∈ R(Φ̄L

p,1) and µ has weak mean 0. There is
ν ∈ D(Φ̄L

p,1) such thatνµ = Φ̄L
p,1ν. We have

∫
|x|>1 |x|ν(dx) < ∞ from Theo-

rem 4.1. We have 0<
∫ ∞

0 f (s)2ds< ∞. DefineA by A = (
∫ ∞

0 f (s)2ds)−1Aµ and
γ =−

∫
|x|>1xν(dx). Chooseρ ∈ ID having triplet(Aρ ,νρ ,γρ) = (A,ν ,γ). We claim

thatρ ∈D(Φ̄p,1) andΦ̄p,1ρ = µ. Since (3.33) and (3.34) hold, it is enough to show
(3.35), that is,γµt of (3.22) converges toγµ . Hence it is enough to show (4.53). But
we have (4.54), sinceµ has weak mean 0. The argument in the proof of the “only
if” part proves (4.55). We obtain (4.53) from (4.54) and (4.55) combined.

(iii) (1 < α < 2) The “only if” part . Let f = f̄p,α . Similarly to the proof
of (i) and (ii), νµ has a radial decomposition(λ (dξ ),u−α−1kξ (u)du) satisfying
(4.50). We have

∫
|x|>1 |x|α νρ(dx) < ∞ and

∫
Rd xρ(dx) = 0 from Theorem 4.2 since

ρ ∈ D0(Φ̄p,α). Thus γρ = −
∫
|x|>1xνρ(dx). Hence we have (4.52), from (3.22)

and (3.35). It follows from Proposition 4.16 that
∫
|x|>1 |x|νµ(dx) < ∞, that is,∫ ∞

0 ds
∫
| f (s)x|>1 | f (s)x|νρ(dx) < ∞. Therefore

γµ = −
∫ ∞

0
ds

∫
| f (s)x|>1

f (s)xνρ(dx) = −
∫
|x|>1

xνµ(dx).
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Henceµ has mean 0.
The “if” part . Using the argument above, it is not hard to modify the proof of the

“if” part of (ii). ⊓⊔

Corollary 4.19. For 0 < p < p′ < ∞ and−∞ < α < 2,

Kp,α ⊃ Kp′,α . (4.56)

Proof. This follows from Theorem 4.18 and Corollary 2.6. ⊓⊔

The relation ofKp,α andKe
p,α is different between in the case 1< α < 2 and in

the caseα = 1.

Corollary 4.20. (i) If 1 < α < 2, then anyµ ∈ Ke
p,α can be shifted to an element of

Kp,α .
(ii) If α = 1, then there isµ ∈ Ke

p,1 such that, for any x∈ Rd, the shiftµ ∗δx of µ
does not belong to Kp,1.

Proof. The assertion (i) is clear from Theorems 4.15 and 4.18. To see (ii), letλ be
a finite measure onSsuch that

∫
Sξ λ (dξ ) ̸= 0 and let

ν(B) =
∫

S
λ (dξ )

∫ ∞

2
1B(rξ )

dr
r2(logr)1+q , B∈ B(Rd \{0})

with 0 < q≤ 1. Then
∫
|x|>2 |x|ν(dx) < ∞ and henceν ∈ D(Φ̄L

p,1). Let ν̃ = Φ̄L
p,1ν .

Let µ ∈ ID be such thatνµ = ν̃ andAµ andγµ are arbitrary. Thenµ ∈ Ke
p,1. But

µ ̸∈ Kp,1, since∫
|x|>1/t

xν(dx) =
∫

S
ξ λ (dξ )

∫ ∞

1/t

dr
r(logr)1+q = q−1

∫
S

ξ λ (dξ )(log(1/t))−q

for t < 1/2 andJε in (4.53) is not convergent asε ↓ 0. ⊓⊔

In order to characterizeK0
p,α , we have only to deal with the caseα = 1, since

K0
p,α = Kp,α for α ̸= 1.

Theorem 4.21.Let p> 0. Letµ ∈ ID. Thenµ ∈K0
p,1 if and only ifµ has the follow-

ing two properties:νµ has a radial decomposition(λ (dξ ),u−2kξ (u)du) satisfying
(4.50)with α = 1 andµ has weak mean0 absolutely.

Proof. The “only if” part . Assumeµ ∈ K0
p,1, that is, µ = Φ̄p,1ρ for someρ ∈

D0(Φ̄p,1). Thenµ ∈ Kp,1. We haveνµ ∈ R(Φ̄L
p,1) and µ has weak mean 0 from

Theorem 4.18. We also have
∫
|x|>1 |x|νρ(dx) < ∞ and

∫
Rd xρ(dx) = 0. Hence

γρ = −
∫
|x|>1xνρ(dx). Hence condition (3.37) is written as

∫ ∞

0
ds

∣∣∣∣ f (s)
∫
| f (s)x|>1

xνρ(dx)
∣∣∣∣ < ∞
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with f = f̄p,1, which is equivalent to

cp

∫ 1

0
(1− t)p−1t−1dt

∣∣∣∣∫|x|>1/t
xνρ(dx)

∣∣∣∣ < ∞. (4.57)

Let

J = cp

∫ 1

0
t−1dt

∣∣∣∣∫|x|>1/t
xνρ(dx)

∣∣∣∣ .
Condition (4.57) is equivalent toJ < ∞, since∫ 1

1/2
(1− t)p−1dt

∣∣∣∣∫|x|>1/t
xνρ(dx)

∣∣∣∣ ≤ ∫ 1

1/2
(1− t)p−1dt

∫
|x|>1

|x|νρ(dx) < ∞.

Let (ν̄ρ(dr),λ ρ
r ) be a spherical decomposition ofνρ such thatλ ρ

r , r ∈ R◦
+, are

probability measures onS. For eachB∈ B(Rd \{0}),

νµ(B) =
∫ ∞

0
ds

∫
Rd

1B( f (s)x)νρ(dx) = cp

∫ 1

0
(1− t)p−1t−2dt

∫
Rd

1B(tx)νρ(dx)

= cp

∫ 1

0
(1− t)p−1t−2dt

∫
R◦

+

ν̄ρ(dr)
∫

S
1B(trξ )λ ρ

r (dξ )

= cp

∫
R◦

+

ν̄ρ(dr)
∫ 1

0
(1− t)p−1t−2dt

∫
S
1B(trξ )λ ρ

r (dξ )

= cp

∫
R◦

+

r2−pν̄ρ(dr)
∫ r

0
(r −u)p−1u−2du

∫
S
1B(uξ )λ ρ

r (dξ )

= cp

∫ ∞

0
u−2du

∫
(u,∞)

(r −u)p−1r2−p
(∫

S
1B(uξ )λ ρ

r (dξ )
)

ν̄ρ(dr).

Assuming thatνρ ̸= 0, define

λ µ
u (E) = cp

∫
(u,∞)

(r −u)p−1r2−pλ ρ
r (E)ν̄ρ(dr), E ∈ B(S).

Then {λ µ
u : u ∈ R◦

+} is a measurable family of measures onS such thatλ µ
u (S)

< ∞ for a. e.u > 0, since
∫ ∞

ε u−2λ µ
u (S)du=

∫
|x|>ε νµ(dx) < ∞ for ε > 0. We have

now
νµ(B) =

∫ ∞

0
u−2du

∫
S
1B(uξ )λ µ

u (dξ ), B∈ B(Rd \{0}).

and
λ µ

u (S) = cp

∫
(u,∞)

(r −u)p−1r2−pν̄ρ(dr).

We haveν̄ρ(R◦
+) > 0 fromνρ ̸= 0. Leta = sup{r ∈ R◦

+ : ν̄ρ((a,∞)) > 0}. If a = ∞,
thenλ µ

u (S) > 0 for all u∈ R◦
+. If a < ∞, thenλ µ

u (S) > 0 for u < a andλ µ
u (S) = 0

for u≥ a, and henceνµ({|x| ≥ a}) =
∫
[a,∞) u−2λ µ

u (S)du= 0. Let
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ν̄µ(du) = u−21(0,a)(u)du.

Then, redefiningλ µ
u appropriately foru in a ν̄µ -null set, we see that(ν̄µ(du),λ µ

u ) is
a spherical decomposition ofνµ . Let

I =
∫ a∨1

1
u−1du

∣∣∣∣∫
S

ξ λ µ
u (dξ )

∣∣∣∣ .
We have

I = cp

∫ ∞

1
u−1du

∣∣∣∣∫(u,∞)
(r −u)p−1r2−pν̄ρ(dr)

∫
S

ξ λ ρ
r (dξ )

∣∣∣∣
= cp

∫ 1

0
t−1dt

∣∣∣∣∫(1/t,∞)
(r −1/t)p−1r2−pν̄ρ(dr)

∫
S

ξ λ ρ
r (dξ )

∣∣∣∣
= cp

∫ 1

0
t−1dt

∣∣∣∣∫(1/t,∞)
(1−1/(rt ))p−1r ν̄ρ(dr)

∫
S

ξ λ ρ
r (dξ )

∣∣∣∣ .
We claim that

I < ∞ ⇔ J < ∞. (4.58)

In order to see this, it is enough to show that∫ 1

0
t−1dt

∣∣∣∣∫(1/t,∞)
(1−1/(rt ))p−1r ν̄ρ(dr)

∫
S

ξ λ ρ
r (dξ )

−
∫

(1/t,∞)
r ν̄ρ(dr)

∫
S

ξ λ ρ
r (dξ )

∣∣∣∣ < ∞.

(4.59)

We have ∫ 1

0
t−1dt

∫
(1/t,∞)

|(1−1/(rt ))p−1−1| r ν̄ρ(dr)

=
∫

(1,∞)
r ν̄ρ(dr)

∫ 1

1/r
t−1|(1−1/(rt ))p−1−1|dt

=
∫

(1,∞)
r ν̄ρ(dr)

∫ r

1
u−1|(1−1/u)p−1−1|du,

which is finite, since
∫ 2

1 (1− 1/u)p−1du =
∫ 1

1/2(1− v)p−1v−2dv < ∞ and (1−
1/u)p−1 − 1 ∼ −(p− 1)/u, u → ∞. Therefore (4.59) holds. Hence (4.58) is true.
Now recall our assumption thatµ ∈ K0

p,1. Then (3.37) is true from Proposition 3.18.
HenceJ < ∞. Hence, under the assumption thatνρ ̸= 0, I < ∞, which means thatµ
has weak mean inRd absolutely. Ifνρ = 0, thenνµ = 0 and, trivially,µ has weak
mean 0 absolutely.

The “if” part . Assume thatνµ ∈R(Φ̄L
p,1) and thatµ has weak mean 0 absolutely.

Thenµ has weak mean 0. Hence, it follows from Theorem 4.18 thatµ ∈ Kp,1. Then
the proof of the “only if” part is valid except the first two lines and the last four
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lines. Assume thatνρ ̸= 0. ThenI < ∞ from the assumption thatµ has weak mean
0 absolutely. HenceJ < ∞ from (4.58), and henceµ ∈ K0

p,1. If νρ = 0, thenνµ = 0

andµ ∈ K0
p,1. ⊓⊔

Let us strengthen Corollaries 4.14 and 4.19.

Theorem 4.22.(i) Let−∞ < α < 2 and p> 0. Then

Kp,α %
∪

p′∈(p,∞)

Kp′,α , K0
p,α %

∪
p′∈(p,∞)

K0
p′,α , and Ke

p,α %
∪

p′∈(p,∞)

Ke
p′,α . (4.60)

(ii) If −∞ < β < α < 2, then

Kα−β ,α %
∪

α ′∈(α,2)

Kα ′−β ,α ′ , K0
α−β ,α %

∪
α ′∈(α ,2)

K0
α ′−β ,α ′ ,

and Ke
α−β ,α %

∪
α ′∈(α ,2)

Ke
α ′−β ,α ′ .

(4.61)

Proof. It remains only to show the inclusions are strict.
(i) Let a ∈ R◦

+ andk(u) = (a−u)p−11(0,a)(u). Thenk(u) is monotone of order
p on R◦

+, but not of orderp′ on R◦
+ for any p′ > p (Example 2.17 (a)). We have∫ ∞

0 (u2 ∧ 1)u−α−1k(u)du < ∞. Let λ be a nonzero finite measure onS. Then the
measureν of polar product type(λ (dξ ),u−α−1k(u)du) is in R(Φ̄L

p,α) \R(Φ̄L
p′,α)

for any p′ > p. This shows the third relation in (4.60) and the first and second for
α < 1. Noting that

∫
|x|>1 |x|ν(dx) < ∞, considerµ ∈ ID with νµ = ν , Aµ arbitrary,

andγµ = −
∫
|x|>1xν(dx). Thenµ has mean 0 and we obtain the first and second in

(4.60) from Theorems 4.18 and 4.21.
(ii) Let −∞ < β < α < α ′ < 2. Let us construct a measureν in R(Φ̄L

α−β ,α) \
R(Φ̄L

α ′−β ,α ′) independent ofα ′. For this, letν be the measure with radial de-

composition(λ (dξ ),u−α−1e−udu) where λ is a nonzero finite measure. Then
ν ∈ R(Φ̄L

α−β ,α), sincee−u is completely monotone. Definel(u) by u−α−1e−u =

u−α ′−1l(u). Thenl(u) = uα ′−αe−u → 0 asu ↓ 0. Hencel(u) is not monotone of fi-
nite order onR◦

+, as seen from Proposition 2.13 (iv). Henceν ̸∈ R(Φ̄L
α ′−β ,α ′). The

rest of the proof is the same as that of (i) ⊓⊔

We add the one-to-one property of̄Φp,α .

Theorem 4.23.Let−∞ < α < 2 and p> 0. The mappingΦ̄p,α is one-to-one.

Proof. Suppose thatρ,ρ ′ ∈ D(Φ̄p,α) satisfyΦ̄p,α ρ = Φ̄p,α ρ ′. Then, by (3.34) of
Proposition 3.18,̄ΦL

p,α νρ = Φ̄L
p,α νρ ′ . Henceνρ = νρ ′ follows from Theorem 4.9 (ii).

We have alsoAρ = Aρ ′ from (3.33) of Proposition 3.18, since 0<
∫ ∞

0 f (s)2ds< ∞,
where we writef = f̄p,α . It follows from (3.22), (3.35), andνρ = νρ ′ that

lim
t→∞

∫ t

0
f (s)ds

(
γρ +

∫
Rd

x(1{| f (s)x|≤1}−1{|x|≤1})νρ(dx)
)
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= lim
t→∞

∫ t

0
f (s)ds

(
γρ ′ +

∫
Rd

x(1{| f (s)x|≤1}−1{|x|≤1})νρ(dx)
)

.

Hence

lim
t→∞

∫ t

0
f (s)(γρ − γρ ′)ds= 0.

Recall thatf (s) > 0 for 0< s< āp,α . Now we obtainγρ − γρ ′ = 0 irrespective of
whether

∫ ∞
0 f (s)ds is finite or infinite. Thereforeρ = ρ ′. ⊓⊔

The continuity property of distributions inKe
p,α is as follows.

Theorem 4.24.(i) Let µ be a nondegenerate distribution in Ke
p,α with p > 0 and

α ≥ 0. Thenµ is absolutely continuous with respect to d-dimensional Lebesgue
measure.

(ii) Let µ = Φ̄p,α ρ with p > 0, α < 0, and ρ ∈ D(Φ̄p,α). Thenνµ is a finite
measure if and only ifνρ is a finite measure. In particular, for any p> 0 andα < 0,
Kp,α contains some compound Poisson distribution, which necessarily has a point
mass at the origin.

Here “µ is nondegenerate” means that the support ofµ is not a subset of any
translation of any(d−1)-dimensional linear subspace ofRd. This theorem gener-
alizes the fact in [38] that nondegenerate selfdecomposable distributions onRd are
absolutely continuous.

Proof of Theorem 4.24. (i) The Lévy measureνµ satisfiesνµ = Φ̄L
p,α ν0 for some

ν0 ∈ D(Φ̄L
p,α). Let (λ (dξ ),ν0

ξ (dr)) be a radial decomposition ofν0 Thenνµ has a

radial decomposition(λ (dξ ),u−α−1kξ (u)du) satisfying (4.33) (Theorem 4.9). We
have ∫ ∞

0
u−α−1kξ (u)du= cp

∫ ∞

0
u−α−1du

∫
(u,∞)

(r −u)p−1rα−p+1ν0
ξ (dr)

= cp

∫
(0,∞)

rα−p+1ν0
ξ (dr)

∫ r

0
u−α−1(r −u)p−1du= ∞,

sinceα ≥ 0 andν0
ξ (R◦

+) > 0. That is,νµ is radially absolutely continuous and satis-
fies the divergence condition in the sense of [39]. Henceµ is absolutely continuous
onRd by Theorem 27.10 of [39].

(ii) We haveνµ = Φ̄L
p,α νρ . Then it follows from (4.29) that

νµ(Rd) = cp

∫ 1

0
(1− t)p−1t−α−1dtνρ(Rd) = (Γ−α/Γp−α)νρ(Rd).

Hence the assertion is obvious. ⊓⊔
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5 One-parameter subfamilies of{Kp,α}

5.1 Kp,α , K0
p,α , andKe

p,α for p∈ (0,∞) with fixed α

As is shown in Theorem 4.22, the one-parameter families{Kp,α : p ∈ (0,∞)},
{K0

p,α : p ∈ (0,∞)}, and{Ke
p,α : p ∈ (0,∞)} for fixed α ∈ (−∞,2) are strictly de-

creasing asp increases. The limiting classes asp→ ∞ are denoted by

K∞,α =
∩
p>0

Kp,α , (5.1)

K0
∞,α =

∩
p>0

K0
p,α , (5.2)

Ke
∞,α =

∩
p>0

Ke
p,α . (5.3)

In order to analyze these classes, we use the mappingsΨα , α ∈R, defined in Section
1.6 fromgα(t) and fα(s). For α ≥ 0, fα(s) is positive for alls> 0. Forα < 0 we
have fα(s) = 0 for s≥ Γ−α .

Asymptotic behaviors offα(s) are as follows.

Proposition 5.1.As s↓ 0,

fα(s) ∼− logs for α ∈ R. (5.4)

As s→ ∞,

f0(s) ∼ exp(c−s), (5.5)

fα(s) ∼ (αs)−1/α for α > 0, (5.6)

f1(s) = s−1−s−2 logs+O(s−2), (5.7)

where

c =
∫ ∞

1
u−1e−udu−

∫ 1

0
u−1(1−e−u)du. (5.8)

Proof. Sincegα(t) ∼ t−α−1e−t , t → ∞, we have

lim
s↓0

fα(s)
log(1/s)

= lim
t→∞

t
log(1/gα(t))

= lim
t→∞

1
t−α−1e−t/gα(t)

= 1,

that is, (5.4) holds. To see (5.5), note that

g0(t) =
∫ 1

t
u−1du+

∫ 1

t
u−1(e−u−1)du+

∫ ∞

1
u−1e−udu= − logt +c+o(1)

ast ↓ 0 and hences= − log f0(s)+c+o(1), s→ ∞. To see (5.6), see thatgα(t) =
α−1t−α(1+o(1)), t ↓ 0, equivalently,s= α−1 fα(s)−α(1+o(1)), s→ ∞.
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Assertion (5.7): We have

g1(t) =
∫ ∞

t
u−2du+

∫ 1

t
u−2(e−u−1+u)du−

∫ 1

t
u−1du+

∫ ∞

1
u−2(e−u−1)du

= t−1 + logt +O(1), t ↓ 0

and hences= f1(s)−1 + log f1(s)+O(1), s→ ∞, which is written to

f1(s) = s−1 +s−1 f1(s) log f1(s)+O(s−1 f1(s)), s→ ∞. (5.9)

Since f1(s) = s−1(1+o(1)) from (5.6), we obtain from (5.9)

f1(s) = s−1−s−2 logs+o(s−2 logs), s→ ∞.

Putting this again in (5.9), we arrive at (5.7). ⊓⊔

We definefα(0) = ∞ for convenience. Thenfα(s) is locally square-integrable on
R+. We have

Ψα ρ = L

(∫ ∞−

0
fα(s)dX(ρ)

s

)
,

that is,Ψα ρ = Φ f ρ with f = fα in (3.24) whenever the improper stochastic integral
is definable. Ifα < 0, thenD0(Ψα) = D(Ψα) = De(Ψα) = ID. By virtue of Propo-
sition 5.1, the domainsD0(Ψα), D(Ψα), andDe(Ψα) are given by Theorems 4.2
and 4.4. ThusD0(Ψα) = D0(Φ̄p,α), D(Ψα) = D(Φ̄p,α), andDe(Ψα) = De(Φ̄p,α)
for all α andp. Forα ≥ 2,Ψα is trivial.

For α = −1 we have

g−1(t) = e−t , t ≥ 0, f−1(s) = − logs, 0 < s≤ 1. (5.10)

HenceΨ−1 =ϒ , whereϒ is mentioned in Section 1.7.
DefineΨ L

α asΦL
f in Definition 3.25 with f = fα . This means that

Ψ L
α ν(B) =

∫ ∞

0
t−α−1e−tdt

∫
Rd

1B(tx)ν(dx) (5.11)

for B ∈ B(Rd \ {0}). ThusΨ L
α is anϒ -transformation of [2]. We haveD(Ψ L

α ) =
D(Φ̄L

p,α), which is described by Theorem 4.1.
The following is an important identity given in Theorem 3.1 of Sato [42] with a

long proof. This relatesΨα with Φ̄p,α .

Theorem 5.2.If −∞ < α < 2 and0 < p < ∞, then

Ψα =Ψα−pΦ̄p,α = Φ̄p,αΨα−p. (5.12)

The prototype of this identity is

Ψ0 =ϒ Φ = Φϒ
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given in Barndorff-Nielsen, Maejima, and Sato [1].
We will use the following two related facts.

Theorem 5.3.Let −∞ < α < 2 and 0 < p < ∞. Suppose thatρ ∈ D0(Ψα). Then
ρ ∈ D0(Ψα−p)∩D0(Φ̄p,α), Ψα−pρ ∈ D0(Φ̄p,α), Φ̄p,α ρ ∈ D0(Ψα−p), and

Ψα ρ = Ψα−pΦ̄p,α ρ = Φ̄p,αΨα−pρ. (5.13)

This is given in Lemma 3.2 of [42].

Theorem 5.4.If −∞ < α < 2 and0 < p < ∞, then

Ψ L
α = ΨL

α−pΦ̄L
p,α = Φ̄L

p,αΨ L
α−p. (5.14)

Proof. Let ν ∈ ML. Let ν( j), j = 1,2, be measures onRd with ν( j)({0}) = 0 satis-
fying

ν(1)(B) =
∫ ∞

0
ds

∫
Rd

1B( f̄p,α(s)x)ν(dx),

ν(2)(B) =
∫ ∞

0
ds

∫
Rd

1B( fα−p(s)x)ν(1)(dx)

for B∈ B(Rd \{0}). Then

ν(2)(B) =
∫ ∞

0
t−α+p−1e−tdt

∫
Rd

1B(tx)ν(1)(dx)

= cp

∫ ∞

0
t−α+p−1e−tdt

∫ 1

0
(1−u)p−1u−α−1du

∫
Rd

1B(tux)ν(dx)

= cp

∫
Rd

ν(dx)
∫ ∞

0
t−α+p−1e−tdt

∫ 1

0
1B(tux)(1−u)p−1u−α−1du

= cp

∫
Rd

ν(dx)
∫ ∞

0
e−tdt

∫ t

0
1B(vx)(t −v)p−1v−α−1dv

= cp

∫
Rd

ν(dx)
∫ ∞

0
1B(vx)v−α−1dv

∫ ∞

v
(t −v)p−1e−tdt

=
∫ ∞

0
v−α−1e−vdv

∫
Rd

1B(vx)ν(dx).

Hence
ν(2) ∈ ML ⇔ ν ∈ D(Ψ L

α ).

On the other hand,
ν(2) ∈ ML ⇔ ν(1) ∈ D(Ψ L

α−p)

and
ν ∈ D(Ψ L

α ) ⇔ ν ∈ D(Φ̄L
p,α)

by Propositions 4.6 and 5.1. Hence

ν ∈ D(ΨL
α ) ⇔ ν ∈ D(Φ̄L

p,α), Φ̄L
p,α ν ∈ D(Ψ L

α−p)
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andΨ L
α = Ψ L

α−pΦ̄L
p,α . Proof ofΨ L

α = Φ̄L
p,αΨ L

α−p is similar. ⊓⊔

Theorem 5.5.Let−∞ < α < 2.
(i) Let ν ∈ D(ΨL

α ) with a radial decomposition(λ (dξ ),νξ ) and let ν̃ = ΨL
α ν .

Thenν̃ has a radial decomposition(λ (dξ ),u−α−1kξ (u)du), where

kξ (u) =
∫

R◦
+

rαe−u/rνξ (dr). (5.15)

(ii) ΨL
α is one-to-one.

Proof. (i) It follows from (5.11) that

ν̃(B) =
∫

S
λ (dξ )

∫
R◦

+

νξ (dr)
∫ ∞

0
t−α−1e−t1B(trξ )dt

=
∫

S
λ (dξ )

∫
R◦

+

rα νξ (dr)
∫ ∞

0
u−α−1e−u/r1B(uξ )du

=
∫

S
λ (dξ )

∫ ∞

0
1B(uξ )u−α−1du

∫
R◦

+

rαe−u/rνξ (dr).

(ii) This is proved from the uniqueness in Bernstein’s theorem on Laplace trans-
forms. See Proposition 4.1 of [42]. ⊓⊔

Proposition 5.6.Let−∞ < α < 2. The mappingΨα is one-to-one.

This is proved similarly to Theorem 4.23, using the one-to-one property ofΨ L
α in

Theorem 5.5 (ii).

Theorem 5.7.Let−∞ < α < 2. A measureη on Rd belongs toR(ΨL
α ) if and only

if η is in ML and has a radial decomposition(λ (dξ ),u−α−1kξ (u)du) such that

kξ (u) is measurable inξ and, forλ -a. e.ξ ,

completely monotone onR◦
+ in u.

(5.16)

Using Bernstein’s theorem, this theorem is proved from Theorem 5.5 as Theorem
4.10 is from Theorem 4.9. In (4.5) of [42]kξ (u) is required not to be identically
zero inu and to tend to zero asu → ∞, for λ -a. e.ξ . But it is not identically zero
automatically from the definition of radial decomposition in Proposition 3.1; it tends
to zero automatically from our definition of complete monotonicity in Section 1.5.

The following Theorem 5.8 and Proposition 5.9 are obtained in parallel to The-
orem 4.15 and Proposition 4.16. Theorem 5.8 shows that, for 0< α < 2, the class
Re(Ψα)∩{µ ∈ ID : Aµ = 0} is identical with the class of temperedα-stable distri-
butions introduced by Rosiński [34]. He studied properties of the associated Lévy
processes onRd in detail.

Theorem 5.8.Let−∞ < α < 2. Thenµ ∈ Re(Ψα) if and only ifµ ∈ ID andνµ has
a radial decomposition(λ (dξ ),u−α−1kξ (u)du) satisfying(5.16).
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Proposition 5.9.Let1 < α < 2. If µ ∈ Re(Ψα), then(4.51)holds.

Theorem 5.10.(i) Let−∞ < α < 1. ThenR(Ψα) = R0(Ψα) = Re(Ψα).
(ii) Let α = 1. Thenµ ∈ R(Ψ1) if and only ifµ ∈ Re(Ψ1) andµ has weak mean

0.
(iii) Letα = 1. Thenµ ∈R0(Ψ1) if and only ifµ ∈Re(Ψ1) andµ has weak mean

0 absolutely.
(iv) Let1< α < 2. ThenR(Ψα) = R0(Ψα); µ ∈R(Ψα) if and only ifµ ∈Re(Ψα)

andµ has mean0.

Proof. We use Proposition 5.1. Assertions (i) and (iv) are proved similarly to Propo-
sition 4.11 and Theorem 4.18 (iii).

(ii) Method of the proof is the same as in Theorem 4.18 (ii).The “only if” part .
Let µ ∈R(Ψ1). Thenµ =Ψ1ρ for someρ ∈D(Ψ1). DefineIε as in (4.54) andJε as

Jε =
∫ ∞

ε
t−2e−tdt

∫
|tx|>1

txνρ(dx).

Then

Iε =
∫ ∞

0
t−2e−tdt

∫
1<|tx|≤1/ε

txνρ(dx)

=
∫

S
ξ λρ(dξ )

∫ ∞

0
t−1e−tdt

∫
(1/t,1/(εt)]

rνρ
ξ (dr)

=
∫

S
ξ λρ(dξ )

∫
(0,∞)

rνρ
ξ (dr)

∫ 1/(εr)

1/r
t−1e−tdt,

Jε =
∫

S
ξ λρ(dξ )

∫ ∞

ε
t−1e−tdt

∫
(1/t,∞)

rνρ
ξ (dr)

=
∫

S
ξ λρ(dξ )

∫
(0,∞)

rνρ
ξ (dr)

∫ ∞

ε∨(1/r)
t−1e−tdt.

Hence

Iε −Jε =
∫

S
ξ λρ(dξ )

∫
(0,∞)

rνρ
ξ (dr)

(∫ 1/(εr)

1/r
−

∫ ∞

ε∨(1/r)

)
t−1e−tdt

=
∫

S
ξ λρ(dξ )

∫
(0,∞)

rνρ
ξ (dr)

(∫ 1/(εr)

1/r
−

∫ ∞

ε∨(1/r)

)
t−1(e−t −1(0,1)(t))dt,

because, for any 0< ε < 1 andr > 0 we can check(∫ 1/(εr)

1/r
−

∫ ∞

ε∨(1/r)

)
t−11(0,1)(t)dt = 0.

For any fixedr > 0,

I(ε, r) =
(∫ 1/(εr)

1/r
−

∫ ∞

ε∨(1/r)

)
t−1(e−t −1(0,1)(t))dt → 0 asε ↓ 0.
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Now we can apply the dominated convergence theorem. Recall
∫
|x|>1 |x|νρ(dx) < ∞

and use, forr ≥ 1,∫ ∞

0
t−1|e−t −1(0,1)(t)|dt =

∫ 1

0
t−1(1−e−t)dt+

∫ ∞

1
t−1e−tdt < ∞

and, for 0< r < 1 and 0< ε < 1,∫ 1/(εr)

1/r
−

∫ ∞

ε∨(1/r)
=

∫ 1/(εr)

1/r
−

∫ ∞

1/r
= −

∫ ∞

1/(εr)
,

|I(ε, r)| ≤
∫ ∞

1/(εr)
t−1e−tdt ≤

∫ ∞

1/(εr)
e−tdt = e−1/(εr) ≤ e−1/r .

ThereforeIε − Jε → 0 asε ↓ 0. The rest of the proof is similar to that of the “only
if” part of Theorem 4.18 (ii). The “if” part is also similar.

(iii) Method is the same as in the proof of Theorem 4.21.The “only if” part . Let
µ ∈ R0(Ψ1) with µ =Ψ1ρ, ρ ∈ D0(Ψ1). Let (ν̄ρ ,λ ρ

r ) be a spherical decomposition
of νρ such thatλ ρ

r , r ∈ R◦
+, are probability measures onS. Then

νµ(B) =
∫ ∞

0
t−2e−tdt

∫
Rd

1B(tx)νρ(dx)

=
∫ ∞

0
t−2e−tdt

∫
R◦

+

ν̄ρ(dr)
∫

S
1B(trξ )λ ρ

r (dξ )

=
∫

R◦
+

r ν̄ρ(dr)
∫ ∞

0
u−2e−u/rdu

∫
S
1B(uξ )λ ρ

r (dξ )

=
∫ ∞

0
u−2du

∫
(0,∞)

re−u/r
(∫

S
1B(uξ )λ ρ

r (dξ )
)

ν̄ρ(dr).

Assuming thatνρ ̸= 0, define

λ µ
u (E) =

∫
(0,∞)

re−u/rλ ρ
r (E)ν̄ρ(dr), E ∈ B(S).

Then{λ µ
u : u∈ R◦

+} is a measurable family of measures onSsuch thatλ µ
u (S) < ∞

for a.e.u > 0. Moreover,λ µ
u (S) > 0, u∈ R◦

+. We have

νµ(B) =
∫ ∞

0
u−2du

∫
S
1B(uξ )λ µ

u (dξ ), B∈ B(Rd \{0}).

and, after redefiningλ µ
u appropriately foru in a Lebesgue-null set,(u−2du,λ µ

u (dξ ))
is a spherical decomposition ofνµ . Let

I =
∫ ∞

1
u−2du

∣∣∣∣∫
S
uξ λ µ

u (dξ )
∣∣∣∣ , J =

∫ ∞

0
t−2e−tdt

∣∣∣∣∫|tx|>1
txνρ(dx)

∣∣∣∣ .
Then
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I =
∫ ∞

1
u−1du

∣∣∣∣∫R◦
+

re−u/r ν̄ρ(dr)
∫

S
ξ λ ρ

r (dξ )
∣∣∣∣

=
∫ 1

0
t−1dt

∣∣∣∣∫R◦
+

re−1/(tr)ν̄ρ(dr)
∫

S
ξ λ ρ

r (dξ )
∣∣∣∣ .

Let

J′ =
∫ 1

0
t−1dt

∣∣∣∣∫|tx|>1
xνρ(dx)

∣∣∣∣ =
∫ 1

0
t−1dt

∣∣∣∣∫(1/t,∞)
r ν̄ρ(dr)

∫
S

ξ λ ρ
r (dξ )

∣∣∣∣ .
ThenJ is finite if and only ifJ′ is finite, since∫ ∞

1
t−1e−tdt

∣∣∣∣∫|x|>1/t
xνρ(dx)

∣∣∣∣ ≤ ∫ ∞

1
t−1e−tdt

∫
|x|>1/t

|x|νρ(dx)

≤
∫
|x|≤1

|x|νρ(dr)
∫ ∞

1/|x|
e−tdt+

∫
|x|>1

|x|νρ(dr)
∫ ∞

1
e−tdt < ∞.

On the other hand, let

I ′ =
∫ 1

0
t−1dt

∣∣∣∣∫(1/t,∞)
re−1/(tr)ν̄ρ(dr)

∫
S

ξ λ ρ
r (dξ )

∣∣∣∣ .
ThenI is finite if and only ifI ′ is finite, since∫ 1

0
t−1dt

∫
(0,1]

re−1/(tr)ν̄ρ(dr) ≤
∫ 1

0
t−1e−1/(2t)dt

∫
(0,1]

re−1/(2r)ν̄ρ(dr) < ∞

and ∫ 1

0
t−1dt

∫
(1,1/t]

re−1/(tr)ν̄ρ(dr) =
∫ ∞

1
r ν̄ρ(dr)

∫ 1/r

0
t−1e−1/(tr)dt

=
∫ ∞

1
r ν̄ρ(dr)

∫ 1

0
u−1e−1/udu< ∞.

Finally we claim thatI ′ is finite if and only ifJ′ is finite. It is enough to show that∫ 1

0
t−1dt

∣∣∣∣∫(1/t,∞)
re−1/(tr)ν̄ρ(dr)−

∫
(1/t,∞)

r ν̄ρ(dr)
∣∣∣∣ < ∞.

This is proved to be true because∫ 1

0
t−1dt

∫
(1/t,∞)

r |e−1/(tr) −1| ν̄ρ(dr) =
∫

(1,∞)
r ν̄ρ(dr)

∫ 1

1/r
(1−e−1/(tr))t−1dt

=
∫

(1,∞)
r ν̄ρ(dr)

∫ r

1
(1−e−1/u)u−1du≤ const

∫
(1,∞)

r ν̄ρ(dr) < ∞,
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since 1− e−1/u = O(1/u) asu → ∞. The rest and the proof of the “if” part are a
simple modification of the proof of Theorem 4.21. ⊓⊔

Now let us expressK∞,α , K0
∞,α , andKe

∞,α by the ranges ofΨα .

Theorem 5.11.Let−∞ < α < 2. Then

K∞,α = R(Ψα), (5.17)

K0
∞,α = R0(Ψα), (5.18)

Ke
∞,α = Re(Ψα). (5.19)

Proof. This follows from Theorems 4.15, 4.18, 4.21, 5.8, and 5.10. ⊓⊔

Let us look at the ranges ofΨα as a family with parameterα .

Proposition 5.12.For −∞ < α < 2

R(Ψα) %
∪

α ′∈(α,2)

R(Ψα ′), R0(Ψα) %
∪

α ′∈(α ,2)

R0(Ψα ′),

Re(Ψα) %
∪

α ′∈(α,2)

Re(Ψα ′).
(5.20)

For −∞ < α ≤ 2∩
β∈(−∞,α)

R(Ψβ ) % R(Ψα),
∩

β∈(−∞,α)

R0(Ψβ ) % R0(Ψα),

∩
β∈(−∞,α)

Re(Ψβ ) % Re(Ψα).
(5.21)

See Propositions 4.5, 4.8, 4.15, and 4.17 of [42].

Proposition 5.13.Let0 < α < 2.
(i) If µ ∈ Re(Ψα), then

∫
Rd |x|β µ(dx) < ∞ for all β ∈ (0,α).

(ii) There isµ ∈ R0(Ψα) such that
∫
Rd |x|α µ(dx) = ∞.

(iii) There isµ ∈ R0(Ψα) which is not Gaussian and satisfies, for allα ′ > 0,∫
Rd |x|α

′µ(dx) < ∞.
(iv) There isµ ∈ R0(Ψ0) = T such that, for allα ′ > 0,

∫
Rd |x|α

′µ(dx) = ∞.

For (i)–(iii), see the proof of Proposition 4.10 of [42]. For (iv), see Proposition
4.12 of [42].

The ranges ofΨα have the following relations with the classesSα andS0
α of

α-stable and strictlyα-stable distributions.

Proposition 5.14.(i) Let0 < α ≤ 1. We have

Sα ⊂
∩

β∈(0,α)

R0(Ψβ ). (5.22)



64 Ken-iti Sato

If µ ∈ Sα andµ is not aδ -measure, thenµ ̸∈ Re(Ψα).
(ii) Let1 < α ≤ 2. We have

S0
α ⊂

∩
β∈(0,α)

R0(Ψβ ). (5.23)

If µ ∈ Sα \S0
α , thenµ ̸∈

∪
β∈(1,2] R

0(Ψβ ). If µ ∈ Sα and µ is not aδ -measure,
thenµ ̸∈ Re(Ψα).

See the proof of Proposition 4.7 of [42].

Remark 5.15.Open question: Do the limiting classes
∩

α<2

R0(Ψα) and
∩

α<2

Re(Ψα)

contain a distribution other than Gaussian? ⊓⊔

The final remark concerns another one-parameter subfamily.

Remark 5.16.As Theorem 4.22 says, the one-parameter families{Kα−β ,α : α ∈
(β ,∞)}, {K0

α−β ,α : α ∈ (β ,∞)}, and{Ke
α−β ,α : α ∈ (β ,∞)} are strictly decreasing

asα increases. Open question: What are the limiting classes asα → ∞ ? ⊓⊔

The mappingΨα is extended to the class of mappingsΨα,β with two param-
eters−∞ < α < 2 and β > 0 by Maejima and Nakahara [22]. LetGα,β (t) =∫ ∞
t u−α−1e−uβ

du, 0< t < ∞. Definet = Fα,β (s), 0< s< Gα ,β (0+), bys= Gα,β (t),
0 < t < ∞. If α < 0, then defineFα,β (s) = 0 for s≥ Gα,β (0+). Let Ψα.β = Φ f in
(3.24) with f = Fα,β . They gave representation of Lévy measures forR(Ψα,β ).

5.2 Kp,α , K0
p,α , andKe

p,α for α ∈ (−∞,2) with fixed p

We use the following lemma.

Lemma 5.17.Let n be a positive integer. If f1(r) and f2(r) are monotone of order n
onR [resp.R◦

+], then f1(r) f2(r) is monotone of order n onR [resp.R◦
+].

Proof. In casen = 1, the assertion is obvious from Proposition 2.11 (i). Letn≥ 2.
Assume that the assertion is true forn−1 in place ofn. A function f (r) is mono-
tone of ordern on R [resp.R◦

+] if and only if f (r) =
∫ ∞

r ϕ(s)dswith a functionϕ
monotone of ordern−1 onR [resp.R◦

+]. Let f j , j = 1,2, be monotone of ordern.
Then f j(r) =

∫ ∞
r ϕ j(s)dsand∫ ∞

r
ϕ1(s)ds

∫ ∞

r
ϕ2(t)dt =

∫ ∞

r
ϕ1(s)ds

∫ s

r
ϕ2(t)dt+

∫ ∞

r
ϕ1(s)ds

∫ ∞

s
ϕ2(t)dt

=
∫ ∞

r
dt

(
ϕ2(t)

∫ ∞

t
ϕ1(s)ds+ϕ1(t)

∫ ∞

t
ϕ2(s)ds

)
,

which shows thatf1(r) f2(r) is monotone of ordern. ⊓⊔
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Lemma 5.18.Let n be a positive integer. If f(r) is monotone of order n onR◦
+, then,

for any a> 0, r−a f (r) is monotone of order n onR◦
+.

Proof. Apply Lemma 5.17 forf1 = f and f2 = r−a, which is completely monotone
onR◦

+. ⊓⊔

Theorem 5.19.Let n be a positive integer. Let−∞ < α < α ′ < 2. Then

Kn,α % Kn,α ′ , K0
n,α % K0

n,α ′ , and Ke
n,α % Ke

n,α ′ . (5.24)

Proof. Let us proveKe
n,α % Ke

n,α ′ . Let µ ∈ Kn,α ′ . By Theorem 4.15,νµ has a radial

decomposition(λ (dξ ),u−α ′−1kξ (u)du) such thatkξ (u) is measurable in(ξ ,u) and

kξ (u) is monotone of ordern on R◦
+ in u. Notice thatu−α ′−1kξ (u) = u−α−1k♭

ξ (u)

with k♭
ξ (u) = uα−α ′

kξ (u). It follows from Lemma 5.18 thatk♭
ξ (u) is monotone of

ordern on R◦
+. Henceµ ∈ Kn,α . ThusKe

n,α ⊃ Ke
n,α ′ . To show the strictness of the

inclusion, letλ be a non-zero finite measure onSand letk(u) = (1−u)n−11(0,1)(u),
which is monotone of ordern onR◦

+ (Example 2.17 (a)). Letν be the Ĺevy measure
of polar product type(λ (dξ ),u−α−1k(u)du). Let µ ∈ ID with νµ = ν. Thenµ ∈
Ke

n,α . But µ ̸∈ Ke
n,α ′ , because the functionk♯ satisfyingu−α−1k(u) = u−α ′−1k♯(u) is

expressed as
k♯(u) = uα ′−α(1−u)n−11(0,1)(u),

which is not monotone of any order onR◦
+ by virtue of Proposition 2.13 (iv). Hence

Ke
n,α \Ke

n,α ′ ̸= /0. The first and second relations in (5.24) are obtained from the third
by the use of Theorems 4.18 and 4.21. ⊓⊔

Remark 5.20.Open question: Is Lemma 5.18 true forp∈ R◦
+ in place ofn? If the

answer is affirmative, then Theorem 5.19 is true forp∈ R◦
+ in place ofn. ⊓⊔

Iksanov, Jurek, and Schreiber [10] contains the identity

Φρ = (Φ̄1,−1Φρ)∗ (Φ̄1,−1ρ) = Φ̄1,−1((Φρ)∗ρ) for ρ ∈ D(Φ).

This is generalized to the following identity for the family{Φ̄1,α : α ∈ (−∞,2)}.
Essentially the same result is given by Czyżewska-Jankowska and Jurek [7]. We use
Propositions 3.19 and 3.20.

Theorem 5.21.Let −∞ < α < α ′ < 2. If ρ ∈ D0(Φ̄1,α ′), then ρ ∈ D0(Φ̄1,α),
Φ̄1,α ′ ρ ∈ D0(Φ̄1,α), and

Φ̄1,α ′ ρ =
(

Φ̄1,α Φ̄1,α ′(ρα ′−α)
)
∗ Φ̄1,α ρ. (5.25)

Proof. Recall that ∫ ∞

0
|Cρ( f̄1,α(s)z)|ds=

∫ 1

0
|Cρ(tz)|t−α−1dt.
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Suppose thatρ ∈ D0(Φ̄1,α ′) and letµ = Φ̄1,α ′ ρ. Then
∫ 1

0 |Cρ(tz)|t−α ′−1dt < ∞.

Hence
∫ 1

0 |Cρ(tz)|t−α−1dt < ∞, that is,ρ ∈ D0(Φ̄1,α). Further,∫ 1

0
|Cµ(tz)|t−α−1dt =

∫ 1

0
t−α−1dt

∣∣∣∣∫ 1

0
Cρ(stz)s−α ′−1ds

∣∣∣∣
=

∫ 1

0
tα ′−α−1dt

∣∣∣∣∫ t

0
Cρ(uz)u−α ′−1du

∣∣∣∣ ≤ ∫ 1

0
tα ′−α−1dt

∫ t

0
|Cρ(uz)|u−α ′−1du

=
∫ 1

0
|Cρ(uz)|u−α ′−1du

∫ 1

u
tα ′−α−1dt ≤ (α ′−α)−1

∫ 1

0
|Cρ(uz)|u−α ′−1du< ∞.

Henceµ ∈ D0(Φ̄1,α). Let µ̃ = Φ̄1,α µ . Then

Cµ̃(z) =
∫ 1

0
Cµ(tz)t−α−1dt =

∫ 1

0
t−α−1dt

∫ 1

0
Cρ(stz)s−α ′−1ds

=
∫ 1

0
tα ′−α−1dt

∫ t

0
Cρ(uz)u−α ′−1du=

∫ 1

0
Cρ(uz)u−α ′−1du

∫ 1

u
tα ′−α−1dt

= (α ′−α)−1
∫ 1

0
Cρ(uz)(u−α ′−1−u−α−1)du.

Hence

(α ′−α)Cµ̃(z)+
∫ 1

0
Cρ(uz)u−α−1du=

∫ 1

0
Cρ(uz)u−α ′−1du,

which is (5.25). ⊓⊔

The factK0
1,α ⊃K0

1,α ′ for −∞ < α < α ′ < 2 follows also from the theorem above.
Maejima, Matsui, and Suzuki [21] and Maejima and Ueda [28] studied essen-

tially the same class asK1,α with parameterα. They gave the description of the
triplet of µ ∈ K1,α and a kind of decomposability which generalizes (1.2), and in-
troduced a generalization of Ornstein–Uhlenbeck type process which corresponds
to this class. An earlier paper [14] of Jurek is also related.

6 Second two-parameter extensionLp,α of the classL of
selfdecomposable distributions

6.1 Λp,α andΛL
p,α

For−∞ < α < ∞ andp> 0 we have introducedjp,α(t), lp,α(s), andΛp,α in Section
1.6. Namely,jp,α(t), 0< t ≤ 1 is defined by (1.14);bp,α = jp,α(0+) equals(−α)−p

for α < 0 and∞ for α ≥ 0; t = lp,α(s), 0≤ s < bp,α , if and only if s = jp,α(t),
0 < t ≤ 1; lp,α(s) is defined to be zero ifα < 0 ands≥ bp,α ; Λp,α = Φ f with
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f = lp,α in (3.24). Define the transformationΛ L
p,α of Lévy measures asΛ L

p,α = ΦL
f

in Definition 3.25 with f = lp,α .
We note the following special cases. Ifp = 1, then

j1,α(t) = ḡ1,α(t), l1,α(s) = f̄1,α(s), (6.1)

so that the explicit forms are given in (4.19)–(4.21). ThusΛ1,α = Φ̄1,α andΛ1,0 = Φ .
If p > 0 andα = 0, then

jp,0(t) = cp+1(− logt)p, 0≤ t ≤ 1, (6.2)

lp,0(s) = exp(−(Γp+1s)1/p), s≥ 0. (6.3)

From the definition of absolute definability we have

ρ ∈ D0(Λp,α) ⇔
∫ 1

0
|Cρ(tz)|(− logt)p−1t−α−1dt < ∞.

It follows that
D0(Λp,α) ⊃ D0(Λp′,α) if 0 < p < p′. (6.4)

Proposition 6.1.If α > 0, then, as s→ ∞,

lp,α(s) ∼ (αΓps)−1/α(α−1 logs)(p−1)/α for p > 0. (6.5)

Proof. Let α > 0. We have

jp,α(t) = α−1cp(− logt)p−1t−α(1+o(1)), t ↓ 0.

Let s= jp,α(t) andt = lp,α(s) = l(s) = s−1/α l ♯(s). Then

s= α−1cp(− logl(s))p−1l(s)−α(1+o(1)), s→ ∞. (6.6)

If p = 1, this shows (6.5). Assumep ̸= 1 in the following. It follows from (6.6) that

l ♯(s)α/(p−1) = (α−1cp)1/(p−1)(α−1 logs− logl ♯(s))(1+o(1)).

Definel ♯♯(s) asl ♯(s) = (α−1cp)1/α(α−1 logs)(p−1)/α l ♯♯(s). Then we see that

l ♯♯(s)α/(p−1) =
(

1− B
logs

− (p−1) log logs
logs

− α logl ♯♯(s)
logs

)
(1+o(1)), (6.7)

whereB is a constant independent ofs. Let sn → ∞ be a sequence such thatl ♯♯(sn)
tends to someC ∈ [0,∞]. If C is 0 or ∞, then we have a contradiction from (6.7)
when p > 1 as well as whenp < 1. HenceC ̸= 0,∞. Then we obtainC = 1 again
from (6.7). It follows thatl ♯♯(s) → 1 ass→ ∞, which shows (6.5). ⊓⊔

Theorem 6.2.Let−∞ < α < ∞ and p> 0. The domain ofΛ L
p,α is as follows:
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D(Λ L
p,α) = ML if α < 0, (6.8)

D(Λ L
p,0) = {ν ∈ ML :

∫
|x|>2(log|x|)pν(dx) < ∞} if α = 0, (6.9)

D(Λ L
p,α) = {ν ∈ ML :

∫
|x|>2(log|x|)p−1|x|α ν(dx) < ∞}

if 0 < α < 2, (6.10)

D(Λ L
p,α) = {δ0} if α ≥ 2. (6.11)

Recall thatΛ L
1,α = Φ̄L

1,α and notice that this theorem forp = 1 is consistent with
Theorem 4.1.

Proof of Theorem 6.2. Let 0< α < 2. Givenν , we express the measureν̃ in Defini-
tion 3.25 for f = lp,α as

ν̃(B) = cp

∫ 1

0
(− logt)p−1t−α−1dt

∫
Rd

1B(tx)ν(dx) (6.12)

for B∈ B(Rd \{0}). We use the fact that∫ u

0
(− logt)p−1tqdt ∼ (q+1)−1(− logu)p−1uq+1, u ↓ 0,

for p∈ R, q > −1, (6.13)∫ 1

u
(− logt)p−1tqdt ∼ (−q−1)−1(− logu)p−1uq+1, u ↓ 0,

for p > 0, q < −1. (6.14)

Thus ∫
|x|≤1

|x|2ν̃(dx) = cp

∫ 1

0
(− logt)p−1t−α−1dt

∫
|tx|≤1

|tx|2ν(dx)

= cp

∫
Rd

|x|2ν(dx)
∫ 1∧(1/|x|)

0
(− logt)p−1t1−αdt

≤C1

∫
|x|≤2

|x|2ν(dx)+C2

∫
|x|>2

(log|x|)p−1|x|α ν(dx),∫
|x|>1

ν̃(dx) = cp

∫ 1

0
(− logt)p−1t−α−1dt

∫
|tx|>1

ν(dx)

= cp

∫
|x|>1

ν(dx)
∫ 1

1/|x|
(− logt)p−1t−α−1dt

≤C3

∫
1<|x|≤2

ν(dx)+C4

∫
|x|>2

(log|x|)p−1|x|α ν(dx).

HereC1, . . . ,C4 are positive constants. Similarly we can show the reverse estimates.
Hence (6.10) is true.



Fractional integrals and extensions of selfdecomposability 69

If α < 0, then (6.8) comes frombp,α < ∞. If α = 0, then we have (6.9) as in
Theorem 5.15 of [41] and Proposition 4.3 of [43]. Ifα ≥ 2, then we have (6.11) by
a similar argument. ⊓⊔

Let us study the domains ofΛp,α .

Theorem 6.3.Let−∞ < α < ∞ and p> 0.
(i) If α < 0, then

D0(Λp,α) = D(Λp,α) = De(Λp,α) = ID.

(ii) If 0≤ α < 2, then

De(Λp,α) = {ρ ∈ ID : νρ ∈ D(Λ L
p,α)}.

(iii) If 0≤ α < 1, then

D0(Λp,α) = D(Λp,α) = De(Λp,α).

(iv) If α = 1 and p≥ 1, then

D0(Λp,1) $ D(Λp,1) $ De(Λp,1),

D(Λp,1) = {ρ ∈ ID : νρ ∈ D(Λ L
p,1),

∫
Rd xρ(dx) = 0,

lim
a→∞

∫
|x|>1

x(log(|x|∧a))pνρ(dx) exists inRd},
(6.15)

D0(Λp,1) = {ρ ∈ ID : νρ ∈ D(Λ L
p,1),

∫
Rd

xρ(dx) = 0,∫ 1

0
(− logt)p−1t−1dt

∣∣∣∣∫|x|>1/t
xνρ(dx)

∣∣∣∣ < ∞}.
(6.16)

(v) If 1 < α < 2, then

D0(Λp,α) = D(Λp,α) = {ρ ∈ ID : νρ ∈ D(Λ L
p,α),

∫
Rd xρ(dx) = 0}

$ De(Λp,α).

(vi) If α ≥ 2, then

D0(Λp,α) = D(Λp,α) = {δ0} $ De(Λp,α) = {δγ : γ ∈ Rd}.

Proof. If 1 < α < 2 or if α = 1 with p≥ 1, then
∫
Rd |x|ρ(dx) < ∞ for ρ satisfying

νρ ∈ D(Λ L
p,α) (see Theorem 6.2). We writel(s) = lp,α(s) for simplicity. We use

C1,C2, . . . for positive constants.
(i) Note thatbp,α < ∞ for α < 0.
(ii) Note that

∫ ∞
0 l(s)2ds< ∞ for 0≤ α < 2 by (6.5) of Proposition 6.1.

(iii) Let 0 < α < 1. Letρ ∈De(Λp,α). We have
∫ ∞

0 l(s)ds< ∞ from (6.5). Choos-
ing s0 = jp,α(t0) > 0 such thatl(s) < 1 for s> s0, we have
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s0

l(s)ds
∫

Rd
|x(1{|l(s)x|≤1}−1{|x|≤1})|νρ(dx)

=
∫ ∞

s0

l(s)ds

(∫
|x|≤1

|x|1{|l(s)x|>1}νρ(dx)+
∫
|x|>1

|x|1{|l(s)x|≤1}νρ(dx)
)

=
∫ ∞

s0

l(s)ds
∫
|x|>1

|x|1{|l(s)x|≤1}νρ(dx)

= cp

∫ t0

0
(− logt)p−1t−αdt

∫
|x|>1

|x|1{|tx|≤1}νρ(dx)

= cp

∫
|x|>1

|x|νρ(dx)
∫ t0∧(1/|x|)

0
(− logt)p−1t−αdt

= C1

∫
|x|>1

|x|νρ(dx)+cp

∫
|x|>1/t0

|x|νρ(dx)
∫ 1/|x|

0
(− logt)p−1t−αdt

= C2 +C3

∫
|x|>1/t0

(log|x|)p−1|x|α νρ(dx) < ∞

by (6.13) and (6.10). Hence it follows from Proposition 3.18 (iii) thatρ ∈D0(Λp,α).
ThusDe(Λp,α)⊂D0(Λp,α) and the assertion is true. In the caseα = 0, the argument
is similar; it is done in Theorem 5.15 of [41] and Proposition 4.3 of [43].

(iv) Let α = 1 andp≥ 1. Assume thatρ ∈ D(Λp,1). Thenγµt given by

γµt =
∫ t

0
l(s)ds

(
γρ +

∫
Rd

x(1{|l(s)x|≤1}−1{|x|≤1})νρ(dx)
)

is convergent inRd ast → ∞ (Proposition 3.18). Since∫
Rd

x(1{|l(s)x|≤1}−1{|x|≤1})νρ(dx) →
∫
|x|>1

xνρ(dx), s→ ∞,

and since
∫ ∞

0 l(s)ds= ∞ from (6.5), we haveγρ = −
∫
|x|>1xνρ(dx), that is,ρ has

mean 0. Hence we have, withε = l(t),

γµt =
∫ t

0
l(s)ds

∫
Rd

x(1{|l(s)x|≤1}−1)νρ(dx) = −
∫ t

0
l(s)ds

∫
|l(s)x|>1

xνρ(dx)

= −cp

∫ 1

ε
(− logt)p−1t−1dt

∫
|tx|>1

xνρ(dx)

= −cp

∫
|x|>1

xνρ(dx)
∫

ε∨(1/|x|)
(− logt)p−1t−1dt

= −cp+1

∫
|x|>1

x(log(|x|∧ (1/ε)))pνρ(dx).

Thereforeρ is in the right-hand side of (6.15). Conversely, ifρ is in the right-hand
side of (6.15), then it follows from the equalities above thatγµt is convergent, hence
ρ ∈ D(Λp,1).
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Assume thatρ ∈D0(Λp,1). Thenρ ∈D(Λp,1), νρ ∈D(Λ L
p,1), andρ has mean 0.

We have

∞ >
∫ ∞

0
l(s)ds

∣∣∣∣γρ +
∫

Rd
x(1{|l(s)x|≤1}−1{|x|≤1})νρ(dx)

∣∣∣∣
=

∫ ∞

0
l(s)ds

∣∣∣∣∫|l(s)x|>1
xνρ(dx)

∣∣∣∣ = cp

∫ 1

0
(− logt)p−1t−1dt

∣∣∣∣∫|tx|>1
xνρ(dx)

∣∣∣∣ ,
andρ is in the right-hand side of (6.16). These equalities also show the converse.

(v) Let 1< α < 2. Then
∫ ∞

0 l(s)ds= ∞. If ρ ∈ D(Λp,α), then, by the same ar-
gument,γρ = −

∫
|x|>1xνρ(dx), that is,ρ has mean 0. Ifρ ∈ ID has mean 0 and

νρ ∈ D(Λ L
p,α), thenρ ∈ D0(Λp,α), since

∫ ∞

0
l(s)ds

∣∣∣∣γρ +
∫

Rd
x(1{|l(s)x|≤1}−1{|x|≤1})νρ(dx)

∣∣∣∣
=

∫ ∞

0
l(s)ds

∣∣∣∣∫|l(s)x|>1
xνρ(dx)

∣∣∣∣ = cp

∫ 1

0
(− logt)p−1t−αdt

∣∣∣∣∫|tx|>1
xνρ(dx)

∣∣∣∣
≤ cp

∫
|x|>1

|x|νρ(dx)
∫ 1

1/|x|
(− logt)p−1t−αdt

≤C4

∫
|x|>1

(log|x|)p−1|x|α νρ(dx) < ∞

from (6.14) and (6.10).
(vi) Let α ≥ 2. We have

∫ ∞
1 l(s)2ds= ∞ as well as

∫ ∞
1 l(s)ds= ∞ from (6.5).

Combining this with (6.11), we obtain the result. ⊓⊔

Remark 6.4.Open problem: Describe the domains ofΛp,1 for 0 < p < 1. ⊓⊔

Remark 6.5.Consider the case whereα = 1 andp≥ 1. In this case,

D(Λp,1) $ {ρ ∈ ID : νρ ∈ D(Λ L
p,1),

∫
Rd

xρ(dx) = 0}. (6.17)

Indeed, letλ = δξ0
, ξ0 ∈ S, q∈ (p, p+1], and

ν(B) =
∫

S
λ (dξ )

∫ ∞

2
1B(rξ )r−2(logr)−qdr.

Then
∫
|x|>2 |x|ν(dx) < ∞. Sinceq > p, ν ∈ D(Λ L

p,1) by Theorem 6.2. Letρ ∈ ID be
such thatAρ arbitrary,νρ = ν , andγρ =−

∫
|x|>1xν(dx). Thenρ is in the right-hand

side of (6.17), butρ ̸∈ D(Λp,1) by virtue of (6.15), because∫
|x|>1

x(log(|x|∧ (1/ε)))pνρ(dx) = p
∫ 1

ε
(− logt)p−1t−1dt

∫
|x|>1/t

xνρ(dx)

= pξ0

∫ 1

ε
(− logt)p−1t−1dt

∫ ∞

(1/t)∨2
(logr)−qr−1dr
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=
pξ0

q−1

∫ 1

ε
(− logt)p−1t−1(− log(t ∧ (1/2)))1−qdt,

which tends to the infinity point in the direction ofξ0 asε ↓ 0, sinceq≤ p+1. ⊓⊔

6.2 Range ofΛL
p,α

Theorem 6.6.Let−∞ < α < 2 and p> 0.
(i) Letν ∈ D(Λ L

p,α) with a radial decomposition(λ (dξ ),νξ ) and letν̃ = Λ L
p,α ν .

Thenν̃ has a radial decomposition(λ (dξ ),u−α−1hξ (logu)du), where

hξ (y) = cp

∫
(y,∞)

(w−y)p−1eαwν♯
ξ (dw), y∈ R, (6.18)

ν♯
ξ (E) =

∫
(0,∞)

1E(logr)νξ (dr), E ∈ B(R). (6.19)

(ii) Λ L
p,α is one-to-one.

Proof. (i) It follows from (6.12) that

ν̃(B) = cp

∫
S

λ (dξ )
∫

(0,∞)
νξ (dr)

∫ 1

0
(− logt)p−1t−α−11B(trξ )dt

= cp

∫
S

λ (dξ )
∫

(0,∞)
rα νξ (dr)

∫ r

0
(log(r/u))p−1u−α−11B(uξ )du

= cp

∫
S

λ (dξ )
∫ ∞

0
u−α−11B(uξ )du

∫
(u,∞)

(log(r/u))p−1rα νξ (dr)

=
∫

S
λ (dξ )

∫
(0,∞)

1B(uξ )u−α−1hξ (logu)du,

wherehξ is defined by (6.18) and (6.19).
(ii) Similarly to the proof of Theorem 4.9 (ii), we see that there is a measurable

functionc(ξ ) satisfying 0< c(ξ ) < ∞, c(ξ )λ ′(dξ ) = λ (dξ ), andu−α−1h′ξ (logu)du

= c(ξ )u−α−1hξ (logu)du on R◦
+ for λ -a. e. ξ . Thus h′ξ (y)dy = c(ξ )hξ (y)dy on

R for λ -a. e.ξ . For λ -a. e.ξ , hξ (logu)du andh′ξ (logu)du are locally finite mea-

sures onR◦
+, hencehξ (y)dy andh′ξ (y)dy are locally finite measures onR, and also

eαwν♯
ξ (dw) andeαwν ′♯

ξ (dw) are locally finite measures onR. Now from Theorem

2.10 on the one-to-one property ofI p we obtaineαwν ′♯
ξ (dw) = c(ξ )eαwν♯

ξ (dw) for

λ -a. e.ξ . Henceν ′
ξ = c(ξ )νξ for λ -a. e.ξ . This shows thatν ′ = ν . ⊓⊔

Theorem 6.7.Let−∞ < α < 2 and p> 0. A measureη onRd belongs toR(Λ L
p,α) if

and only if η is in ML and has a radial decomposition(λ (dξ ),u−α−1hξ (logu)du)
such that
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hξ (y) is measurable in(ξ ,y) and, forλ -a. e.ξ ,

monotone of order p onR in y.
(6.20)

Proof. This follows from Theorem 6.6. We can supply the details, modifying the
proof of Theorem 4.10. ⊓⊔

Notice that monotonicity of orderp on R◦
+ and onR appears in (4.34) and in

(6.20), respectively. This is why we have studied in Section 2 monotonicity onR◦
+

andR both.

6.3 ClassesLp,α , L0
p,α , andLe

p,α

Define, for−∞ < α < 2 andp > 0,

Lp,α = Lp,α(Rd) = R(Λp,α), (6.21)

L0
p,α = L0

p,α(Rd) = R0(Λp,α), (6.22)

Le
p,α = Le

p,α(Rd) = Re(Λp,α). (6.23)

The notationLn,0 for positive integersn is already introduced in Section 1.2 as the
classes ofn times selfdecomposable distributions, but this is consistent with (6.21)
for p = n andα = 0, because the known characterization of the Lévy measures of
n times selfdecomposable distributions in Theorem 3.2 of Sato [37] coincides with
the description ofLp,α in Theorem 6.12. Another proof is to use the expression
(6.3) for ln,0 and to recall the result mentioned in Section 1.2. A third proof is to use
Λp+q,0 = Λq,0Λp,0 to be shown in Theorem 7.3 (ii).

Proposition 6.8.We have

L0
p,α = Lp,α = Le

p,α for −∞ < α < 1, (6.24)

L0
p,1 ⊂ Lp,1 ⊂ Le

p,1, (6.25)

L0
p,α = Lp,α ⊂ Le

p,α for 1 < α < 2. (6.26)

Proof. This is parallel to Proposition 4.11. For 0≤ α < 1, (6.24) is proved as in
Proposition 4.5, using Theorem 6.3 instead of Theorem 4.2. For 1≤ α < 2, use
Theorem 6.3 and (3.28). ⊓⊔

Theorem 6.9.Let −∞ < α < 2 and p> 0. Thenµ ∈ Le
p,α if and only if µ ∈ ID

and its Ĺevy measureνµ has a radial decomposition(λ (dξ ),u−α−1hξ (logu)du)
satisfying(6.20).

Proof. Use Proposition 3.27 and Theorem 6.7. ⊓⊔

Proposition 6.10.Let0 < α < 2, p> 0, andµ ∈ Le
p,α . Then
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Rd

|x|β µ(dx) < ∞ for all β ∈ (0,α). (6.27)

Proof. We haveνµ = Λ L
p,α ν for someν ∈ D(Λ L

p,α) and

∫
|x|>1

|x|β νµ(dx) = cp

∫ 1

0
(− logt)p−1t−α−1dt

∫
|tx|>1

|tx|β ν(dx)

= cp

∫
|x|>1

|x|β ν(dx)
∫ 1

1/|x|
(− logt)p−1tβ−α−1dt

≤ const
∫
|x|>1

(log|x|)p−1|x|α ν(dx) < ∞

by (6.13) and Theorem 6.2. ⊓⊔

Remark 6.11.Let 0< α < 2 andp > 0.
(i) There isµ ∈ Le

p,α such that
∫
Rd |x|α µ(dx) = ∞.

(ii) There is a non-Gaussianµ ∈ Le
p,α(Rd) such that

∫
Rd |x|α

′µ(dx) < ∞ for all
α ′ > 0.

Indeed, (i) is a consequence of Theorem 7.11 and Proposition 7.16 in the later
section. To see (ii), chooseh(y) = (−y)p−11(−∞,0)(y) and considerµ such thatνµ
has a radial decomposition(λ ,u−α−1h(logu)du) = (λ ,u−α−1(− logu)p−11(0,1)(u)
du) with a nonzero finite measureλ . ⊓⊔

We give characterization ofLp,α for α ̸= 1. Recall thatLp,α = L0
p,α if α ̸= 1.

Theorem 6.12.Let µ ∈ ID.
(i) Let −∞ < α < 1 and p> 0. Thenµ ∈ Lp,α if and only if νµ has a radial

decomposition(λ (dξ ),u−α−1hξ (logu)du) satisfying(6.20).
(ii) Let 1 < α < 2 and p> 0. Thenµ ∈ Lp,α if and only if νµ has a radial

decomposition(λ (dξ ),u−α−1hξ (logu)du) satisfying(6.20)andµ has mean0.

Proof. (i) Use Proposition 6.8 and Theorem 6.9.
(ii) Let µ ∈ Lp,α . Then µ ∈ Le

p,α from (6.26), and Theorem 6.9 says thatνµ
has (λ (dξ ),u−α−1hξ (logu)du) satisfying (6.20). We haveµ = Λp,α ρ for some
ρ ∈ D(Λp,α). Thus, by Theorems 6.2 and 6.3,

∫
|x|>2(log|x|)p−1|x|α νρ(dx) < ∞ and∫

Rd xρ(dx) = 0. Henceγρ = −
∫
|x|>1xνρ(dx). Let l = lp,α . It follows from Proposi-

tion 5.9 that ∫ ∞

0
ds

∫
|l(s)x|>1

|l(s)x|νρ(dx) < ∞, (6.28)

since this integral equals
∫
|x|>1 |x|νµ(dx). It follows that

γµ = −
∫ ∞

0
ds

∫
|l(s)x|>1

l(s)xνρ(dx), (6.29)

and henceγµ = −
∫
|x|>1xνµ(dx), that is,µ has mean 0.

Conversely, assume thatνµ has the property stated and thatµ has mean 0. Then
by Theorem 6.9,µ ∈ Le

p,α and νµ ∈ R(Λ L
p,α). Chooseν such thatΛ L

p,α ν = νµ .
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Then (6.28) and (6.29) hold withν in place ofνρ . Let A = (
∫ ∞

0 lp,α(s)2ds)−1Aµ
andγ =−

∫
|x|>1xν(dx). Thenρ ∈ ID with triplet (A,ν ,γ) belongs toD(Λp,α) from

Theorem 6.3 and we haveΛp,α ρ = µ . ⊓⊔

Remark 6.13.Open problem: Describe the classesLp,1(Rd) and L0
p,1(Rd) for p

> 0. ⊓⊔

Theorem 6.14.Let−∞ < α < 2 and0 < p < ∞. The mappingΛp,α is one-to-one.

This is proved from Theorem 6.6 (ii) in the same way as Theorem 4.23.
Here is the continuity property of distributions inLp,α .

Theorem 6.15.(i) Let µ be a nondegenerate distribution in Le
p,α with 0 ≤ α < 2

and p> 0. Thenµ is absolutely continuous with respect to d-dimensional Lebesgue
measure.

(ii) Let µ = Λp,α ρ with α < 0 and p> 0. Thenνµ is a finite measure if and only
if νρ is a finite measure. In particular, for anyα < 0 and p> 0, Lp,α contains some
compound Poisson distribution.

Proof. This is proved by the same idea as Theorem 4.24. The key formulas are, for
ν0 andρ similarly defined,∫ ∞

0
u−α−1hξ (logu)du= cp

∫
(0,∞)

rα ν0
ξ (dr)

∫ r

0
u−α−1(log(r/u))p−1du= ∞

for α ≥ 0 and
νµ(Rd) = (−α)−pνρ(Rd)

for α < 0. ⊓⊔

6.4 Relation betweenKp,α andLp,α

We haveK1,α = L1,α , K0
1,α = L0

1,α , andKe
1,α = Le

1,α for −∞ < α < 2 and, in partic-
ular,K1,0 = L1,0 = L. See (1.18), (1.19), and (6.1).

Theorem 6.16.Let n be an integer≥ 2. Then

Ke
n,α % Le

n,α for −∞ < α < 2 (6.30)

Kn,α % Ln,α for α ∈ (−∞,1)∪ (1,2), (6.31)

K0
n,α % L0

n,α for α ∈ (−∞,1)∪ (1,2). (6.32)

Proof. To seeKe
n,α ⊃ Le

n,α , compare Theorems 4.15 and 6.9; we can see that it is
enough to show that ifh(y) is a function monotone of ordern onR, thenh(logu) is
monotone of ordern on R◦

+. Let us prove this assertion. Ifn = 1, then the assertion
is clear from Proposition 2.11 (i). Letn≥ 2 and assume that the assertion is true for
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n−1 in place ofn. Let h(y) be monotone of ordern on R. Thenh(y) =
∫ ∞

y ϕ(s)ds
with ϕ monotone of ordern−1 onR,

h(logu) =
∫ ∞

logu
ϕ(s)ds=

∫ ∞

u
ϕ(logt)t−1dt,

andϕ(logt) is monotone of ordern−1 onR◦
+. Sincet−1 is completely monotone

onR◦
+, ϕ(logt)t−1 is monotone of ordern−1 onR◦

+ by Lemma 5.18. Thush(logu)
is monotone of ordern onR◦

+. HenceKe
n,α ⊃ Le

n,α .
Next, let us show thatKe

n,α \Le
n,α ̸= /0 for n≥ 2. Let

k(u) = (1−u)n−11(0,1)(u) =
∫

(u,∞)
(s−u)n−1δ1(ds),

which is monotone of ordern onR◦
+. Let

h(y) = k(ey) = (1−ey)n−11(−∞,0)(y).

Thenh(y) is not monotone of ordern onR, since

h′′(y) = (n−1)(n−2)(1−ey)n−3e2y− (n−1)(1−ey)n−2ey < 0

for y sufficiently close to−∞. Hence, for any finite measureλ on S, the Ĺevy mea-
sure with radial decomposition(λ ,u−α−1k(u)du) belongs toR(Φ̄L

n,α)\R(Λ L
n,α).

Forα ∈ (−∞,1), (6.31) and (6.32) follow from (6.30) by the equalities (4.38) and
(6.24). Forα ∈ (1,2), (6.31) and (6.32) follow from (6.30) by adding the condition
of having mean 0 in Theorems 4.18 and 6.12. ⊓⊔

Remark 6.17.Open questions: (i) Is it true thatKn,1 % Ln,1 andK0
n,1 % L0

n,1 for
integersn≥ 2 ?
(ii) What is the relation betweenKp,α andLp,α for non-integerp > 0 ? ⊓⊔

7 One-parameter subfamilies of{Lp,α}

7.1 Lp,α , L0
p,α , andLe

p,α for p∈ (0,∞) with fixed α

We give a basic relation.

Theorem 7.1.Let−∞ < α < 2, p> 0, and q> 0. Then

Λ L
q,αΛL

p,α = Λ L
p+q,α . (7.1)

Proof. First note that a special case of (2.4) withσ = δ0 gives

cpcq

∫ 0

u
(−r)q−1(r −u)p−1dr = cp+q(−u)p+q−1, u < 0,
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that is, for 0< w < 1,

cpcq

∫ 1

w
(− logu)q−1(− log(w/u))p−1u−1du= cp+q(− logw)p+q−1. (7.2)

Givenν ∈ ML(Rd), let ν( j)({0}) = 0, j = 1,2, and

ν(1)(B) =
∫ ∞

0
ds

∫
Rd

1B(lp,α(s)x)ν(dx),

ν(2)(B) =
∫ ∞

0
ds

∫
Rd

1B(lq,α(s)x)ν(1)(dx)

for B∈ B(Rd \{0}). Then

ν(2)(B) = cq

∫ 1

0
(− logu)q−1u−α−1du

∫
Rd

1B(ux)ν(1)(dx)

= cqcp

∫ 1

0
(− logu)q−1u−α−1du

∫ 1

0
(− logt)p−1t−α−1dt

∫
Rd

1B(utx)ν(dx)

= cqcp

∫ 1

0
(− logu)q−1u−1du

∫ u

0
(− log(w/u))p−1w−α−1dw

∫
Rd

1B(wx)ν(dx)

= cqcp

∫
Rd

ν(dx)
∫ 1

0
1B(wx)w−α−1dw

∫ 1

w
(− logu)q−1(− log(w/u))p−1u−1du

= cp+q

∫ 1

0
(− logw)p+q−1w−α−1dw

∫
Rd

1B(wx)ν(dx),

using (7.2). Hence
ν(2) ∈ ML ⇔ ν ∈ D(Λ L

p+q,α).

On the other hand,
ν(2) ∈ ML ⇔ ν(1) ∈ D(Λ L

q,α).

Hence

ν ∈ D(Λ L
p+q,α) ⇔ ν(1) ∈ D(Λ L

q,α), ν ∈ D(Λ L
p,α), Λ L

p,α ν = ν(1).

It follows thatD(Λ L
p+q,α) = D(Λ L

q,αΛ L
p,α) and that, ifν ∈D(Λ L

p+q,α), thenΛ L
p+q,α ν

= Λ L
q,αΛ L

p,α ν . ⊓⊔

Corollary 7.2. We have

R(Λ L
p,α) ⊃ R(Λ L

p′,α) for −∞ < α < 2 and0 < p < p′. (7.3)

This corollary follows also from Theorem 6.7.

Theorem 7.3.Let−∞ < α < 2, p> 0, and q> 0.
(i) If ρ ∈ D0(Λp+q,α), thenρ ∈ D0(Λp,α), Λp,α ρ ∈ D0(Λq,α), and

Λp+q,α ρ = Λq,αΛp,α ρ (7.4)
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(ii) If α ̸= 1, then
Λp+q,α = Λq,αΛp,α (7.5)

Proof. (i) Let ρ ∈ D0(Λp+q,α). As in the proof of Theorem 7.1,

cpcq

∫ 1

0
(− logu)q−1u−α−1du

∫ 1

0
|Cρ(tuz)|(1− t)p−1t−α−1dt

= cp+q

∫ 1

0
|Cρ(wz)|(1−w)p+q−1w−α−1dw,

which is finite sinceh∈D0(Λp+q,α). Then, we can use Fubini’s theorem and obtain

cpcq

∫ 1

0
(− logu)q−1u−α−1du

∫ 1

0
Cρ(tuz)(1− t)p−1t−α−1dt

= cp+q

∫ 1

0
Cρ(wz)(1−w)p+q−1w−α−1dw.

We haveρ ∈ D0(Λp,α) from (6.4), and

cq

∫ 1

0
|CΛp,α ρ(uz)|(− logu)q−1u−α−1du

≤ cpcq

∫ 1

0
(− logu)q−1u−α−1du

∫ 1

0
|Cρ(tuz)|(1− t)p−1t−α−1dt < ∞.

HenceΛp,α ρ ∈ D0(Λq,α) and (7.4) holds.
(ii) Let α ̸= 1. Then we haveD(Λr,α) = D0(Λr,α) for all r > 0 by Theorem 6.3. If

ρ ∈D(Λp+q,α), thenρ ∈D(Λq,αΛp,α) andΛq,αΛp,α ρ = Λp+q,α ρ by (i). It remains
to show thatD(Λq,αΛp,α)⊂D(Λp+q,α). Letρ ∈D(Λq,αΛp,α). This means thatρ ∈
D(Λp,α) andΛp,α ρ ∈D(Λq,α). Henceνρ ∈D(Λ L

p,α) andΛ L
p,α νρ ∈D(Λ L

q,α). Hence
we haveνρ ∈D(Λ L

p+q,α) from Theorem 7.1. Henceρ ∈De(Λp+q,α). Now, if α < 1,
thenρ ∈D(Λp+q,α) sinceDe(Λp+q,α) = D(Λp+q,α). If α > 1, then

∫
Rd xρ(dx) = 0

from ρ ∈ D(Λp,α), using Theorem 6.3, and henceρ ∈ D(Λp+q,α). ⊓⊔

Corollary 7.4. For any positive integer n andα ∈ (−∞,1)∪ (1,2), we have

Λn,0 = Φ · · ·Φ︸ ︷︷ ︸
n

and Λn,α = Φ̄1,α · · ·Φ̄1,α︸ ︷︷ ︸
n

,

whereΦ is defined by(1.11).

Proof. Combine (7.5) withΛ1,0 = Φ andΛ1,α = Φ̄1,α . ⊓⊔

Remark 7.5.Open question: Is (7.5) true also forα = 1 ?

Corollary 7.6. For −∞ < α < 2 and0 < p < p′

L0
p,α ⊃ L0

p′,α and Le
p,α ⊃ Le

p′,α . (7.6)
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Proof. Use Corollary 7.2 and Theorem 7.3 (i). ⊓⊔

We can strengthen Corollary 7.6 as follows.

Theorem 7.7.For −∞ < α < 2 and p> 0

L0
p,α %

∪
p′∈(p,∞)

L0
p′,α and Le

p,α %
∪

p′∈(p,∞)

Le
p′,α . (7.7)

Proof. Let λ be a nonzero finite measure onS and leth(y) = (−y)p−11(−∞,0)(y).
Thenh(logu) = (− logu)p−11(0,1)(u). The measureν of polar product type(λ (dξ ),
u−α−1h(logu)du) belongs toR(Λ L

p,α)\
∪

p′>pR(Λ L
p′,α), sincehξ (y) is monotone of

orderp but not of orderp′ (Example 2.17 (a)). It follows thatLe
p,α \

∪
p′>pLe

p′,α ̸= /0.

If α < 1, then this also says thatL0
p,α \

∪
p′>pL0

p′,α ̸= /0. If 1 < α < 2, then let
µ ∈ ID be such thatνµ = ν and, recalling that

∫
|x|>1 |x|ν(dx) < ∞, chooseγµ =

−
∫
|x|>1xν(dx) to see thatµ ∈ L0

p,α \
∪

p′>pL0
p′,α by Theorem 6.12. Assuming that

α = 1, let λ satisfy
∫

Sξ λ (dξ ) = 0 and letρ ∈ ID be such thatΛ L
p,1νρ = ν and

γρ = 0. We consider the proof of Theorem 6.7 and see thatνρ can be chosen to be
of polar product type with the sameλ . Hence∫

Rd
x(1{|lp,1(s)x|≤1}−1{|x|≤1})νρ(dx) = 0,

which shows thatρ ∈ D0(Λp,1) by Proposition 3.18. Thusµ = Λp,1ρ hasνµ = ν
andγµ = 0 and belongs toL0

p,1\
∪

p′>pL0
p′,1. ⊓⊔

Remark 7.8.SinceLp,α = L0
p,α for α ∈ (−∞,1)∪ (1,2), Lp,α has the properties

similar to Corollary 7.6 and Theorem 7.7 ifα ̸= 1. Open question: Is it true that
Lp,1 ⊃ Lp′,1 for 0 < p < p′ andLp,1 %

∪
p′>pLp′,1 for p > 0 ? ⊓⊔

If α ≤ 0, then the classL0
p,α is continuous for decreasingp in the following sense.

Theorem 7.9.Let−∞ < α ≤ 0 and p> 0. Then∩
q∈(0,p)

L0
q,α = L0

p,α . (7.8)

Proof. Let µ ∈
∩

q∈(0,p) L0
q,α . It is enough to prove thatµ ∈ L0

p,α . Let (λ (dξ ),u−α−1

hξ (logu)du) be a radial decomposition ofνµ . For anyq∈ (0, p) there isσq
ξ ∈D(Iq)

such that
hξ (y) = cq

∫
(y,∞)

(s−y)q−1σq
ξ (ds), y∈ R.

Fix ξ for the moment and omit the subscriptξ . For−∞ < a < b < ∞∫ b

a
h(y)dy=

∫ b

a
(Iqσq)(dy) ≥ cq+1

∫
(a,b]

(s−a)qσq(ds),
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as in the proof of Proposition 2.1. Hence∫ b

a−1
h(y)dy≥ cq+1

∫
[a,b]

(s−a+1)qσq(ds) ≥ cq+1σq([a,b]).

Hence by the diagonal method we can select a sequenceqn ↑ p such thatσqn con-
verges vaguely to a locally finite measureσ p onR, that is,∫

R
f (s)σqn(ds) →

∫
R

f (s)σ p(ds), n→ ∞

for any continuous functionf on R with compact support. We claim thatσ p ∈
Mp

∞(R). We have, for 0< β < q < p,

∞ >
∫ ∞

1
u−α−1h(logu)du=

∫ ∞

0
e−αyh(y)dy≥

∫ ∞

0
h(y)dy

=
∫ ∞

0
dycq

∫
(y,∞)

(s−y)q−1σq(ds) =
∫

(0,∞)
σq(ds)cq

∫ s

0
(s−y)q−1dy

= cq+1

∫
(0,∞)

sqσq(ds) ≥ cq+1

∫
(1,∞)

sβ σq(ds).

Thus, for any continuous functiong(s) ≤ sβ with compact support in(1,∞),∫ ∞

1
u−α−1h(logu)du≥ cq+1

∫
(1,∞)

g(s)σq(ds).

Lettingq= qn andn→ ∞, we get the same inequality withσ p in place ofσq. Hence∫ ∞

1
u−α−1h(logu)du≥ cp+1

∫
(1,∞)

sβ σ p(ds).

Letting β ↑ p, we can replaceβ in this inequality byp. This shows thatσ p ∈
Mp

∞(R). Next we claim that

h(y)dy= (I pσ p)(dy), (7.9)

that is,

h(y) = cp

∫
(y,∞)

(s−y)p−1σ p(ds) for a. e.y∈ R.

If this is shown, then we obtainµ ∈ Lp,α .
The proof of (7.9) is as follows. Letτ(dy) = h(y)dy. Note thatτ ∈ D(I1). For

largen we haveI p−qnτ = I p−qnIqnσqn = I pσqn. Asn→∞, I p−qnτ tends toτ vaguely
onR by Lemma 2.9. So, it is enough to show that

I pσqn → I pσ p (vaguely onR), n→ ∞. (7.10)

We write q for qn. Let f be a continuous function onR with support in[a,b]. We
have
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f (r)I pσq(dr) =

∫
R

f (r)dr
∫

(r,∞)
cp(s− r)p−1σq(ds)

=
∫

R
σq(ds)

∫ s

−∞
cp(s− r)p−1 f (r)dr =

∫
R

σq(ds)
∫ ∞

0
cpup−1 f (s−u)du

=
∫

(−∞,s0]
σq(ds) · · ·+

∫
(s0,∞)

σq(ds) · · · = J1 +J2.

If s0 is a continuity point ofσ p, then

J1 →
∫

(−∞,s0]
σ p(ds)

∫ ∞

0
cpup−1 f (s−u)du,

sinceσq → σ p vaguely onR. ConcerningJ2, we have∣∣∣∣∫ ∞

0
cpup−1 f (s−u)du

∣∣∣∣ ≤ || f ||cp

∫ s−a

s−b
up−1du∼ || f ||cp(b−a)sp−1, s→ ∞.

Let 0< ε < p∧1. Let us show that

sup
q∈(p−ε,p)

∫
(c,∞)

sp−1σq(ds) → 0, c→ ∞. (7.11)

Let c > 1. We have∫ ∞

c
h(y)dy= cq+1

∫
(c,∞)

(s−c)qσq(ds)

≥ cp+1

∫
(2c,∞)

sp−ε (s−c)q

sp−ε σq(ds) ≥ cp+12−p
∫

(2c,∞)
sp−ε σq(ds),

since, ass↓ 2c, (s−c)q/sp−ε = (s−c)q−p+ε(1−c/s)p−ε decreases to 2−p+εcq−p+ε

≥ 2−p+ε ≥ 2−p. It follows that∫ ∞

c
h(y)dy≥ cp+12−p

∫
(2c,∞)

sp−1σq(ds),

which proves (7.11). ThereforeJ2 is uniformly small if s0 is close to∞, and we
obtain (7.10). ⊓⊔

Remark 7.10.Open question: Can one extend (7.8) to the case 0< α < 2 ? ⊓⊔

As L0
p,α andLe

p,α are decreasing with respect top, we define, for−∞ < α < 2,

L0
∞,α = L0

∞,α(Rd) =
∩
p>0

L0
p,α , (7.12)

Le
∞,α = Le

∞,α(Rd) =
∩
p>0

Le
p,α . (7.13)

These are described byL∞ andLE
∞, E ∈ B((0,2)), introduced in Section 1.4.
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Theorem 7.11.Descriptions of Le∞,α for all α and L0
∞,α for α ̸= 1 are as follows.

Le
∞,α = L∞ for −∞ < α ≤ 0, (7.14)

Le
∞,α = L(α,2)

∞ for 0 < α < 2, (7.15)

L0
∞,α = Le

∞,α for −∞ < α < 1, (7.16)

L0
∞,α = {µ ∈ L(α,2)

∞ :
∫
Rd xµ(dx) = 0} for 1 < α < 2. (7.17)

Proof. (7.14) and (7.15): First, notice thatLe
∞,α =

∩
n=1,2,... L

e
n,α . Let µ ∈ Le

∞,α .
Use Theorem 6.9. Then, for eachn = 1,2, . . ., νµ has a radial decomposition

(λ (n)(dξ ),u−α−1h(n)
ξ (logu)du), whereh(n)

ξ (y) is measurable in(ξ ,y) and, forλ (n)-

a. e.ξ , h(n)
ξ (y) is monotone of ordern onR. It follows from Proposition 3.1 that we

can chooseλ (n) = λ andh(n)
ξ = hξ independently ofn. Thus, forλ -a. e.ξ , hξ (y) is

completely monotone onR. We choose a modification ofhξ (y) completely mono-
tone onR for all ξ ∈S. Further, we chooseλ to be a probability measure. Fory0 ∈R,
the functionhξ (y0 +y), y∈ R◦

+, is completely monotone onR◦
+ and hence

hξ (y0 +y) =
∫

(0,∞)
e−yβ Γ y0

ξ (dβ ), y > 0

with a unique measureΓ y0
ξ on (0,∞) by Bernstein’s theorem (recall that our defini-

tion of complete monotonicity involveshξ (y0+y)→ 0 asy→ ∞, so thatΓ y0
ξ has no

mass at 0). In particular, we haveΓ 0
ξ for y0 = 0. If y0 < 0, then

hξ (y) = hξ (y0 +(y−y0)) =
∫

(0,∞)
e−(y−y0)β Γ y0

ξ (dβ ), y > 0

and henceey0β Γ y0
ξ (dβ ) = Γ 0

ξ (dβ ). Thus

hξ (y0 +y) =
∫

(0,∞)
e−(y0+y)β Γ 0

ξ (dβ ), y0 < 0, y > 0.

Therefore
hξ (y) =

∫
(0,∞)

e−yβ Γ 0
ξ (dβ ), y∈ R.

We see that{Γ 0
ξ : ξ ∈ S} is a measurable family. Indeed, ifΓ 0

ξ is a continuous

measure for everyξ , then it is proved from the inversion formula (see [55], p. 285)

∫ s

0
Γ 0

ξ (dβ ) = lim
y→∞

[ys]

∑
m=0

(−y)m

m!
(d/dy)m(hξ (y)), s> 0,

where[ys] is the largest integer≤ ys. If not, it is proved by approximatingΓ 0
ξ by the

convolutions with continuous measures. We have
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∞ >
∫
|x|≤1

|x|2νµ(dx) =
∫

S
λ (dξ )

∫ 1

0
u1−αhξ (logu)du

=
∫

S
λ (dξ )

∫ 1

0
u1−αdu

∫
(0,∞)

u−β Γ 0
ξ (dβ )

=
∫

S
λ (dξ )

∫ 1

0
udu

∫
(α,∞)

u−β Γξ (dβ )

=
∫

S
λ (dξ )

∫
(α,∞)

Γξ (dβ )
∫ 1

0
u1−β du,

where we define

Γξ (E) =
∫

(0,∞)
1E(α +β )Γ 0

ξ (dβ ), E ∈ B((α ,∞)).

Since
∫ 1

0 u1−β du= ∞ for β ≥ 2, we obtainΓξ ([2,∞)) = 0 for λ -a. e.ξ . We have∫
|x|≤1

|x|2νµ(dx) =
∫

S
λ (dξ )

∫
(α ,2)

(2−β )−1Γξ (dβ ).

We also have

∞ >
∫
|x|>1

νµ(dx) =
∫

S
λ (dξ )

∫ ∞

1
u−α−1hξ (logu)du

=
∫

S
λ (dξ )

∫ ∞

1
u−α−1du

∫
(0,∞)

u−β Γ 0
ξ (dβ )

=
∫

S
λ (dξ )

∫ ∞

1
u−1du

∫
(α,2)

u−β Γξ (dβ )

=
∫

S
λ (dξ )

∫
(α,2)

Γξ (dβ )
∫ ∞

1
u−β−1du,

and
∫ ∞

1 u−β−1du= ∞ for β ≤ 0. Hence, ifα < 0, thenΓξ ((α,0]) = 0 for λ -a. e.ξ .
For anyα < 2 we have∫

|x|>1
νµ(dx) =

∫
S

λ (dξ )
∫

(α∨0,2)
β−1Γξ (dβ ).

Similarly, it follows from

νµ(B) =
∫

S
λ (dξ )

∫ ∞

0
1B(uξ )u−α−1hξ (logu)du (7.18)

that
νµ(B) =

∫
S

λ (dξ )
∫

(α∨0,2)
Γξ (dβ )

∫ ∞

0
1B(uξ )u−β−1du. (7.19)

The measureλ (dξ )Γξ (dβ ) on S× (α ∨ 0,2) is written to Γ (dβ )λβ (dξ ), where
Γ (dβ ) is a measure on(α ∨0,2) satisfying
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(α∨0,2)

(β−1 +(2−β )−1)Γ (dβ ) < ∞

and {λβ : β ∈ (α ∨ 0,2)} is a measurable family of probability measures onS.

ThereforeLe
∞,α ⊂ L(α∨0,2)

∞ .

Conversely, suppose thatµ ∈ L(α∨0,2)
∞ with Lévy measureνµ satisfying (1.6).

Then, definingλ (dξ ) and Γξ (dβ ) in the converse direction and lettinghξ (y) =∫
(α∨0,2) e−y(β−α)Γξ (dβ ), we see (7.19) and then (7.18) withhξ (y) completely

monotone onR. Henceµ ∈ Le
∞,α . This completes the proof of (7.14) and (7.15).

Assertions (7.16) and (7.17) follow from Theorem 6.12 (i) and (ii), respectively.

Note that ifµ ∈ L(α,2)
∞ with 1 < α < 2, then∫

|x|>1
|x|νµ(dx) =

∫
(α,2)

Γ (dβ )
∫

S
λβ (dξ )

∫ ∞

1
r−β dr =

∫
(α ,2)

(β −1)−1Γ (dβ ) < ∞

and hence
∫
Rd |x|µ(dx) < ∞. ⊓⊔

Remark 7.12.Open problem: Give the description of the classL0
∞,1. ⊓⊔

Remark 7.13.Open question: Does there exist a functionf (s), s≥ 0, such thatL0
∞,α

or Le
∞,α is equal toR(Φ f ), R0(Φ f ), orRe(Φ f )? In particular, forL∞ = L0

∞,0 = Le
∞,0,

this is a long-standing question. ⊓⊔

Theorem 7.14.We have

Ke
∞,α % Le

∞,α for −∞ < α < 2 (7.20)

K0
∞,α % L0

∞,α for α ∈ (−∞,1)∪ (1,2). (7.21)

Proof. We know thatµ ∈Ke
∞,α if and only if νµ has radial decomposition(λ ,u−α−1

kξ (u)du) with kξ (u) completely monotone onR◦
+. On the other hand,µ ∈ Le

∞,α if
and only if νµ has radial decomposition(λ ,u−α−1hξ (logu)du) with hξ (y) com-
pletely monotone onR. Since the complete monotonicity ofhξ (y) onR implies that
of hξ (logu) onR◦

+, we haveKe
∞,α ⊃ Le

∞,α . To see the strictness of the inclusion, use
the functionsh(y) = e−cey

andk(u) = h(logu) = e−cu with c> 0; k(u) is completely
monotone onR◦

+ buth(y) is not completely monotone onR, since

h′′(y) = −h(y)ceu(1−cey) < 0

for y close to−∞. Hence (7.20) is true.
Assertion (7.21) forα ∈ (−∞,1) is automatic from (7.20). Forα ∈ (1,2), com-

bine (7.20) with the condition of zero mean. ⊓⊔

Whenµ ∈ L∞, let Γµ denote the measureΓ in the representation (1.6) ofνµ . We
give some moment properties of distributions inL∞.

Proposition 7.15.Let µ ∈ L∞. Let0 < α < 2.
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(i) If Γµ((0,α ]) > 0, then
∫
Rd |x|α µ(dx) = ∞.

(ii) Suppose thatΓµ((0,α ]) = 0. Then,
∫
Rd |x|α µ(dx) < ∞ if and only if

∫
(α ,2)(β −

α)−1Γµ(dβ ) < ∞.

Proof. Sinceλβ in (1.6) satisfiesλβ (S) = 1, we have∫
|x|>1

|x|α νµ(dx) =
∫

(0,2)
Γµ(dβ )

∫ ∞

1
rα−β−1dr.

Since
∫ ∞

1 rα−β−1dr is infinite for β ≤ α and(β −α)−1 for β > α, our assertions
follow. ⊓⊔

Proposition 7.16.(i) Let µ ∈ L∞ and suppose thatµ is not Gaussian (that is,νµ ̸=
0). Letα0 be the infimum of the support ofΓµ . Thenα0 ∈ [0,2) and

∫
Rd |x|α µ(dx) =

∞ for α ∈ (α0,2). If α0 > 0, then
∫
Rd |x|α µ(dx) < ∞ for α ∈ (0,α0).

(ii) Let0 < α < 2. There existsµ ∈ L(α,2)
∞ such that

∫
Rd |x|α µ(dx) = ∞.

Proof. Assertion (i) follows from Proposition 7.15. To see (ii), chooseα ′ ∈ (α,2),
let Γ (dβ ) = 1(α,α ′)(β )dβ , and use Proposition 7.15 (ii). ⊓⊔

Remark 7.17.The identity (7.5) expresses the iteration ofΛp,α for α ̸= 1. The it-
eration of a stochastic integral mappingΦ f generates nested classes of their ranges.
The description of their intersection is an interesting problem. See Maejima and
Sato [27] and the references therein. ⊓⊔

7.2 Lp,α , L0
p,α , andLe

p,α for α ∈ (−∞,2) with fixed p

Little is known about the one-parameter families{Lp,α : α ∈ (−∞,2)}, {L0
p,α : α ∈

(−∞,2)}, and{Le
p,α : α ∈ (−∞,2)} for fixed p.

Lemma 7.18.Let n be a positive integer. If f(r) is monotone of order n onR, then,
for any a> 0, e−ar f (r) is monotone of order n onR.

Proof. This follows from Lemma 5.17, ase−ar is completely monotone onR. ⊓⊔

Theorem 7.19.Let n be a positive integer. Then, for−∞ < α < α ′ < 2,

Ln,α % Ln,α ′ , L0
n,α % L0

n,α ′ , and Le
n,α % Le

n,α ′ . (7.22)

Proof. Step 1. Let us prove thatLe
n,α ⊃ Le

n,α ′ . Let µ ∈ Le
n,α ′ . Thenνµ has radial

decomposition(λ (dξ ),u−α ′−1hξ (logu)du) with hξ (y) monotone of ordern on R.
Let

h♭
ξ (y) = e−(α ′−α)yhξ (y),

Thenh♭
ξ (y) is monotone of ordern onR by the lemma above, andu−α ′−1hξ (logu) =

u−α−1h♭
ξ (logu). Henceµ ∈ Le

n,α .
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Step 2. Let us proveLn,α ⊃ Ln,α ′ andL0
n,α ⊃ L0

n,α ′ . If α < 1, then these follow

from Step 1. Supposeα = 1 and letµ ∈ Ln,α ′ = L0
n,α ′ . Then,

∫
Rd |x|µ(dx) < ∞ and∫

Rd xµ(dx) = 0 from Theorem 6.12 (ii). Sinceµ ∈ Le
n,1 from Step 1,νµ ∈ R(Λ L

n,1).
Thus there isν0 ∈ D(Λ L

n,1) such thatνµ = Λ L
n,1ν0. We have

∫
|x|>1 |x|ν0(dx) < ∞

from Theorem 6.2. Since
∫
|x|>1 |x|νµ(dx) < ∞, we have∫ ∞

0
ds

∫
|ln,1(s)x|>1

|ln,1(s)x|ν0(dx) < ∞.

Moreover,

γµ = −
∫
|x|>1

xνµ(dx) = −
∫ ∞

0
ds

∫
|ln,1(s)x|>1

ln,1(s)xν0(dx).

Chooseρ ∈ ID such thatνρ = ν0, Aρ =
(∫ ∞

0 ln,1(s)2ds
)−1

Aµ , andγρ = −
∫
|x|>1x

ν0(dx). Then it follows from Proposition 3.18 thatρ ∈ D0(Λn,1) andΛn,1ρ = µ .
Henceµ ∈ L0

n,1 ⊂ Ln,1. Similarly, if α > 1 and ifµ ∈ Ln,α ′ = L0
n,α ′ , thenµ ∈ Ln,α =

L0
n,α .

Step 3. To show the strictness of the inclusion, letλ be a non-zero finite measure
onSand leth(y) = (−y)n−11(−∞,0)(y), which is monotone of ordern onR (Example
2.17 (a)). Then(λ (dξ ),u−α−1h(logu)du) is a radial decomposition of a Lévy mea-
sureν , since

∫ 1
0 u1−αh(logu)du< ∞. Let µ ∈ ID with νµ = ν . Thenµ ∈ Le

n,α but
µ ̸∈ Le

n,α ′ , as is seen by an argument similar to the proof of Theorem 5.19. Indeed,
we have

u−α−1h(logu) = u−α ′−1h♯(logu)

for
h♯(y) = e(α ′−α)y(−y)n−11(−∞,0)(y),

which is not monotone of any order onR from Proposition 2.13 (iii). Strictness of
the first and second inclusions in (7.22) is obtained from that of the third. ⊓⊔

Remark 7.20.Open question: Is (7.22) true forp∈ R◦
+ in place ofn ? ⊓⊔
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dent increments associated with Lévy and Bessel processes.Stoch. Proc. Appl.100, 223–231.

12. JUREK, Z. J. (1983). The classLm(Q) of probability measures on Banach spaces.Bull. Polish
Acad. Sci. Math.31, 51–62.

13. JUREK, Z. J. (1985). Relations between thes-selfdecomposable and selfdecomposable mea-
sures.Ann. Probab.13, 592–608.

14. JUREK, Z. J. (1988). Random integral representations for classes of limit distributions similar
to Levy classL0. Probab. Theory Relat. Fields78, 473–490.

15. KAMIMURA , Y. (2001). Sekibun H̄oteishiki — Gyakumondai no Shiten kara(Integral Equa-
tions — from the Point of View of Inverse Problems) (in Japanese). Kyoritsu Publ., Tokyo.

16. KHINTCHINE, A. YA . (1938). Limit Laws for Sums of Independent Random Variables(in
Russian). ONTI, Moscow-Leningrad.
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(1e éd. 1937).
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24. MAEJIMA , M., PÉREZ-ABREU, V., AND SATO, K. (2010b). Four-parameter fractional inte-
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ical Formulas)I (in Japanese). Iwanami, Tokyo.

31. RAJPUT, B. AND ROSINSKI, J. (1989). Spectral representations of infinitely divisible pro-
cesses.Probab. Theory Relat. Fields82, 451–487.

32. RIESZ, M. (1949). L’intégrale de Riemann–Liouville et problème de Cauchy.Acta Math.81,
1–223.

33. ROCHA-ARTEAGA, A. AND SATO, K. (2003).Topics in Infinitely Divisible Distributions and
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34. ROSIŃSKI, J. (2007). Tempering stable processes.Stoch. Proc. Appl.117, 677–707.
35. ROSS, B. (ed.) (1975).Fractional Calculus and Its Applications. Lecture Notes in Math.457,

Springer, Berlin Heidelberg New York.
36. SAMKO , S. G., KILBAS , A. A., AND MARICHEV, O. I. (1993). Fractional Integrals and

Derivatives.Gordon and Breach.
37. SATO, K. (1980). ClassL of multivariate distributions and its subclasses.J. Multivariate

Anal.10, 207–232.
38. SATO, K. (1982). Absolute continuity of multivariate distributions of classL. J. Multivariate

Anal.12, 89–94.
39. SATO, K. (1999).Lévy Processes and Infinitely Divisible Distributions. Cambridge University

Press, Cambridge.
40. SATO, K. (2004). Stochastic integrals in additive processes and application to semi-Lévy
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